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Abstract—A recent study in Artificial Life found that the need for mutational robustness can give rise to simpler structures in an evolving population. This begs the question, do we observe a similar phenomenon in Genetic Programming? Genetic Programming requires the search of structural space of solutions, usually requiring code growth to find fitter solutions. Typically Genetic Programming algorithms then suffer from code bloat, which is code growth in the absence of fitness gains. In this study we ask a simple question. Would the necessity for mutational robustness under selection pressure drive the evolution of less complex solution structures in Genetic Programming, with the potential to counteract code bloat?

Index Terms—Mutational Robustness, Complexity, Program Synthesis, Genetic Programming, Grammatical Evolution

I. INTRODUCTION

With some exceptions, biological complexity is considered to have increased over evolutionary time [1]. The causes of increased complexity are theorised to be either a function of selection pressure or due to the operation of the variation operators, with degeneracy (a form of biological redundancy) being a key feature [2]. In a recent study in the Artificial Life literature [3], in the presence of selection, the generation of increasing complexity is observed in an environment where functional simplicity has higher fitness. However, with increased rates of mutation the complexity of the agents is observed to reduce. That is, the necessity for mutational robustness can give rise to simpler structures.

GP individuals are open in their structural complexity to the limit of a maximum tree depth and/or tree node count, in that their size and architecture can grow and shrink and varies amongst individuals in a population. Most researchers in GP have observed the phenomena of code growth (often a necessity to find a solution), and the problem of code bloat (the increase in solution size without a corresponding fitness gain), with many studies developing theory to explain the origin of code bloat and strategies to prevent excessive bloat, which can hamper effective evolutionary search.

Mutation is often an under-exploited variation operator in GP, which has a strong traditional dependence upon subtree crossover. Inspired by [3] we ask the question, can structural complexity in the form of code bloat in GP, be counteracted by a simple strategy of increased rates of mutation? To state this another way, does the necessity for mutational robustness give rise to simpler structures in GP?

The following Section II provides some background to the key concepts examined in this study with a particular emphasis on the context of GP. The experimental setup and a presentation of the results are provided in Sections III and IV, before we set out our conclusions and point to opportunities for future research in Section V.

II. BACKGROUND

It is considered that robustness (i.e., the ability for function to persist after some modification) promotes evolvability in nature [4], and while genetic robustness can present a paradox in terms of having low evolvability (i.e., low ability to generate heritable phenotypic variation, and sometimes referred to as adaptive innovations) due to the requirement for neutral or nearly-neutral change events, robustness of phenotypic structures can have a positive impact on evolvability [5].

In Evolutionary Computation mutational robustness has included a large focus on neutral evolution and how neutrality can protect against harmful mutation and improve diversity (e.g., [6]–[10]). In GP ideas around evolvability have been discussed since the early days of the field [11], and there have been studies on robustness and evolvability under recombination in Linear GP [12]–[14]. In the related fields of Search-based Software Engineering and Genetic Improvement there have been studies of software mutational robustness [15], [16].

Recently in an Artificial Life study [3] researchers observed that in evolving populations mutational robustness can give rise to simpler phenotypic structures. This raises an alternative perspective on the role of mutation in evolutionary systems, where instead of being for the introduction of novelty, with the corresponding negative side of this with too high a rate of mutation, or mutation at the incorrect locus which inflicts phenotypic impairment, mutation can have a positive impact through the promotion of simpler structures. This perspective has not been investigated in the field of GP where search of structural space is a necessity. One feature of searching
structural space is the requirement for code growth. That is individuals in a population are variable in size and tend to grow in size over evolutionary time in the search for a candidate solution. A negative side to code growth, is code bloat, where individuals grow in size without the benefit of fitness gains.

Bloat at generation $g$ has been defined [17] as

$$bloat(g) = \frac{(\delta_g - \delta_0)}{(f_g - f_0)}$$

(1)

where $\delta_g$ is the average program length at generation $g$, and $f_g$ is the average population fitness at generation $g$. Therefore $\delta_0$ and $f_0$ are the average program length and average population fitness at generation zero, so this definition of bloat compares the increase in program length relative to generation zero to the increase in average fitness relative to generation zero.

Bloat is a consistent problem for GP practitioners impacting on the efficiency of search, and consequently has been a significant area of research in the GP community including development of theoretical foundations and empirical investigations into the potential origins or causes of bloat and strategies to mitigate against it. In more recent times the development of the Crossover Bias Theory and the resulting bloat mitigating operator equalisation by Dignum [18], [19] has produced a relatively simple and practical approach to managing bloat within GP populations. The interested reader is referred to a recent survey on bloat in GP [20].

In the current context where we wish to examine if there is a relationship between mutational robustness and the complexity of evolving structures, it is interesting to consider if there might be a corresponding impact on bloat through its reduction. It is interesting to note that a study of Linear GP search operators, which promote the inclusion of introns, and by definition increase bloat, improves performance on the classification problems examined [21]. Indeed one can find many contradictory studies around redundance and neutrality in EC [6].

### III. Experimental Setup

In this study we set out to address the question, does the necessity for mutational robustness give rise to simpler structures in GP? To test this we employ two experimental setups. The first which permits a single mutation event on the genome (labelled mutn1), and the second (mutn2) doubles this allowing two mutation events. The mutation rate in both setups is deliberately chosen to be conservatively low and well below the error threshold where selection pressure would be unable to preserve information in the population. The null hypothesis states that we will observe no difference in structural complexity of the phenotype when comparing the two experimental setups.

In traditional GP the genome and phenome are equivalent (i.e., they are both the tree), and the complexity of the tree structure has been previously defined as the number of nodes in the tree [22]. We employ a grammar-guided form of GP, Grammatical Evolution [23]–[25] in the form of PonyGE2 [26] as it embodies an evolutionary algorithm with a genotype-phenotype mapping appropriate to study an exploration of the evolution of complexity of both genotypic and phenotypic structures. To this end we measure the complexity of genotypes in terms of the number of integer codons in a genome, and phenotypic complexity as the number of nodes in the derivation tree and the depth of the derivation tree of each individual.

The elephant in the room [27] of open issues in the field of GP [28] is it’s lack of application to automatic programming. To this end we adopt 12 problems from the Helmhut and Spector Program Synthesis Benchmark problem set [29]. From these benchmark problems are drawn two easy (Number IO, Smallest), two medium (Grade, Last Index of Zero) and eight hard (Sum of Squares, Compare String Lengths, Scrabble Score, Checksum, Double Letters, Mirror Image, Pig Latin and Super Anagrams) problems in terms of levels of difficulty [30]. Greater potential for code growth and bloat is expected as the problem difficulty level increases. For each problem there is a set of training data, with fitness being calculated as the mean square error across the training set. Therefore, our objective is to minimise error, and lower fitness values are better.

Evolutionary parameters are detailed in Table I. With the Cache settings employed (Cache=True, Lookup Fitness=True and Mutate Duplicates=True) duplicate individuals are not permitted in the population. If a duplicate is detected it is mutated until it is unique. Linear genome mutation and crossover operators are adopted which prevent the generation of invalid individuals, and their application is restricted to occur in the expressed region of the genome (Within Used=True). A derivation-tree based initialisation (Position Independent Grow) is used to control variety of tree structures generated up to the derivation-tree initialisation depth maximum of 10. The grammars and code are available off-the-shelf from https://github.com/PonyGE/PonyGE2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>500</td>
</tr>
<tr>
<td>Generations</td>
<td>500</td>
</tr>
<tr>
<td>Initialisation</td>
<td>Position Independent Grow</td>
</tr>
<tr>
<td></td>
<td>Tree Depth=10</td>
</tr>
<tr>
<td>Max Derivation Tree Depth</td>
<td>17</td>
</tr>
<tr>
<td>Max Genome Length</td>
<td>150</td>
</tr>
<tr>
<td>Selection</td>
<td>Tournament (size=5)</td>
</tr>
<tr>
<td>Replacement</td>
<td>Generational with Elitism (5 elites)</td>
</tr>
<tr>
<td>Mutation</td>
<td>codon int flip per ind (1 or 2 events per individual)</td>
</tr>
<tr>
<td>No Mutation Invalids</td>
<td>True</td>
</tr>
<tr>
<td>Crossover</td>
<td>variable one-point (probability=0.9)</td>
</tr>
<tr>
<td>No Crossover Invalids</td>
<td>True</td>
</tr>
<tr>
<td>Within Used</td>
<td>True</td>
</tr>
<tr>
<td>Invalid Selection</td>
<td>False</td>
</tr>
<tr>
<td>Cache</td>
<td>True</td>
</tr>
<tr>
<td></td>
<td>Lookup Fitness=True</td>
</tr>
<tr>
<td></td>
<td>Mutate Duplicates=True</td>
</tr>
<tr>
<td>Fitness Function</td>
<td>mae</td>
</tr>
<tr>
<td>Replications</td>
<td>30 independent runs</td>
</tr>
</tbody>
</table>
Fig. 1: Number IO (L to R: Genome Length, Tree Nodes)

Fig. 2: Number IO (L to R: Tree Depth, Best Fitness)

Fig. 3: Grade (L to R: Genome Length, Tree Nodes)
IV. EXPERIMENTAL RESULTS

Figures 1, 2, 3, 4, 5, and 6 show genotypic complexity (number of codons in a genome), phenotypic complexity (nodes in a derivation tree and tree depth) and the evolution of best fitness over time on a sample of the easy, medium and hard difficulty program synthesis benchmarks with error bars. The lower mutation setup is labelled mutn1, and the higher mutation rate setup is labelled mutn2 in each case.

It is observed that in the presence of the higher rate of mutation phenotypic complexity is lower on all of the 8 harder problem instances (the standard deviations of the low and high mutation rate setups are not overlapping on the average derivation-tree node count or on the average derivation tree depth). However, on the easy and medium difficulty instances this relationship is not observed with the exception of the average tree depth at the end of runs on the two medium difficulty problems. While there is some reduction in genome complexity, the average genome length standard deviations are overlapping on the two setups across all problem instances. Similarly, the difference in fitness attained at the end of the run on all problem instances is not significant.

In a control setup where there is no mutation or crossover, evolution is purely driven by selection and replacement, we observe mean derivation tree node counts remaining relatively static around 15, 17 and 18 for the easy, medium and hard sample problems, which corresponds to values observed in the earlier generations in the right-hand side of Figures 1, 3 and 5. In the same control setup tree-depth remains static around 8, 9 and 10 for the easy, medium and hard sample problem instances respectively. For comparison see the left-hand side of Figures 2, 4 and 6 where these correspond closely with the mean initialised depths. In the control setup we also observe mean genome lengths to remain static around 20 codons across the sample problems corresponding again to earlier generations as illustrated in the left-hand of Figures 1, 3 and 5. These observations of node count and tree depths on the control setup confirms that code growth and bloat is not occurring purely as a function of run-time/generations.

For the both the high (mutn2) and low (mutn1) mutation rate setups it is also observed that the genome complexity is much higher than the resulting phenotype complexity measures, indicating that there are large portions of the genome which are not expressed in the generation of the phenotypes. This is confirmed examining the ratio of the expressed genome to the genome length in Figures 7, 8 and 9 where towards the end of the run less than one fifth of the genome is used across all problem instances.

Note that the maximum derivation-tree depth permitted in the population is 17, and the maximum genome length is 500 codons. While on average we do not observe a depth of 17 being reached on any of the problem instances, this is in effect a primitive mechanism for code growth prevention, with the possibility that some crossover events have been prevented from occurring due to their violating this depth limit. Similarly the maximum genome length is a control over genotypic complexity and this limit is approached on a number of the problem instances. It would be interesting to observe what occurs if these primitive structural limits are relaxed to a larger number. Will we observe an increased difference between the phenotypic structures under the different rates of mutation?

Do we observe an impact of the rate of mutation on bloat? We undertake a post-hoc analysis of the average derivation-tree node count and average population fitness and calculate bloat using a modified equation to the one adopted in [17]. We modify Equation 1 as this definition assumes lengths (derivation-tree node counts) increase over time, and it also assumes that the lowest length is at generation zero. As these do not always hold true in GE (we tend to observe an initial reduction in lengths in early generations before growth occurs), instead of using average tree node counts at generation zero as a reference point, we find the generation at which the lowest average tree node count occurs and use this δmin in place of δ0. Our new bloat equation becomes:

\[
\text{bloat}(g) = \frac{(δ_g - δ_{\text{min}})/δ_{\text{min}}}{(f_g - f_0)/f_0}
\]

Figures 10, 11 and 12 illustrate on the sample problems what we observe on the majority of problems (8 out of the 12 examined) that the higher rate of mutation setup (mutn2) results in reduced bloat.

V. CONCLUSIONS & FUTURE WORK

In addressing the question, does the necessity for mutational robustness give rise to simpler structures in GP?, in our experiments we observe a reduction in structural complexity of phenotypes on harder problem instances under higher rates of mutation without a significant loss of fitness. We also observe a reduction in code bloat on 8 out of the 12 problems examined. These results suggest an important role for mutation in GP algorithms as a potential mechanism to facilitate control of code bloat, but perhaps more importantly to facilitate the generation of simpler structures. Future work will include extending the problem set, and testing different flavours of GP such as PushGP, CGP, traditional Koza-style GP etc to see if we observe similar behaviour under increased rates of mutation.
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Fig. 4: Grade (L to R: Tree Depth, Best Fitness)

Fig. 5: Sum of Squares (L to R: Genome Length, Tree Nodes)


Fig. 6: Sum of Squares (L to R: Tree Depth, Best Fitness)

Fig. 7: Ratio of Expressed Genome to Genome Length on Number IO

Fig. 8: Ratio of Expressed Genome to Genome Length on Grade

Fig. 9: Ratio of Expressed Genome to Genome Length on Sum of Squares

Fig. 10: Bloat on Number IO
Fig. 11: Bloat on Grade

Fig. 12: Bloat on Sum of Squares
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