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Abstract. This paper investigates the efficiency of using semantic and
syntactic distance metrics in fitness sharing with Genetic Programming
(GP). We modify the implementation of fitness sharing to speed up its
execution, and used two distance metrics in calculating the distance be-
tween individuals in fitness sharing: semantic distance and syntactic dis-
tance. We applied fitness sharing with these two distance metrics to a
class of real-valued symbolic regression. Experimental results show that
using semantic distance in fitness sharing helps to significantly improve
the performance of GP more frequently, and results in faster execution
times than with the syntactic distance. Moreover, we also analyse the
impact of the fitness sharing parameters on GP performance helping to
indicate appropriate values for fitness sharing using a semantic distance
metric.

Keywords: Genetic programming, Fitness sharing, Semantic,
Syntactic.

1 Introduction

Genetic Programming (GP) [1l2] is an evolutionary paradigm for automatically
finding solutions for a problem. Since its introduction, GP has been applied
to a wide range of fields [I], and routinely exhibits human-competitive perfor-
mance [3]. In GP, one of the crucial properties that strongly affects its perfor-
mance is the diversity and dispersion of the population [A5/6/7]. The diversity
and dispersion of a population represents its ability to cover different parts of
the search space. Therefore, promoting dispersion and diversity is important for
the efficiency of search. There have been a number of methods for enhancing
diversity and dispersion [RBBIGIOITO/TT], of these fitness sharing has been widely
used in Genetic Algorithms (GA) and Genetic Programming.

In Genetic Algorithms, fitness sharing was introduced as a technique for main-
taining population diversity [12/13]. The basic idea is to cluster the population
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into a number of groups, based on their similarity with respect to a distance met-
ric. Members of the same group are penalized by having to share fitness, while
isolated individuals retain the full reward. In GP, Langdon is perhaps the first
person who used fitness sharing to preserve population diversity [14]. In Lang-
don’s work, the distance metric is based on the fitness of individuals. Then, Ekart
and Nemeth [15] proposed a metric for fitness sharing based on syntactic (struc-
tural) distance between two tree-based individuals. The method was applied to a
symbolic repression problem with some success. Following this McKay [16] used
implicit fitness sharing, in which the reward for each fitness case is shared by all
individuals that give the same output. However, this method is only applied to
Boolean problems and is not available to directly apply to continuous real-valued
problems.

In this paper, we propose an approach to fitness sharing based on a semantic
distance metric. We compared the performance of GP using fitness sharing with
semantic and syntactic metrics. We also analyse the impact of the parameters of
fitness sharing with semantic distance on the performance of GP. The remainder
of the paper is organised as follows. In the next section, we briefly describe
fitness sharing, the way we modify fitness sharing to speed up its execution and
two distance metrics used for implementing fitness sharing. The experimental
settings are detailed in Section Bl The results of the experiments are presented
and discussed in section @l Section [l concludes the paper and highlights some
potential future work.

2 Methods

This section briefly presents fitness sharing. The manner in which we modify
fitness sharing is discussed, and following this two distance metrics for imple-
menting fitness sharing are detailed.

2.1 Fitness Sharing

Fitness sharing treats fitness as a shared resource of the population, and thus
requires that similar individuals share their fitness. It lowers each population
element’s fitness by an amount equal to the number of similar individuals in the
population. Typically, the shared fitness f/ of an individual with the raw fitness
fi is simply calculated as follows [17].

! fz

e 1

f=l 0

where m; is the niche count which measures the approximate number of similar
individuals with whom the fitness f; is shared. The niche count of individual 4 is
calculated by summing a sharing function over all members of the population.

N

=1
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where N denotes the population size and d;; represents the distance between the
individual ¢ and the individual j. Hence, the sharing function sh measures the
similarity level between two population elements, it returns one if the elements
are identical, zero if their distance d;; is higher than a threshold of dissimilarity,
and an intermediate value at intermediate level of dissimilarity. The most widely
used sharing function is given as follows:

sh(di;) = {1 —(dij/o)* ifdij<o 3

0 otherwise;

where o denotes the threshold of dissimilarity (also the niche radius) and « is
a constant parameter which regulates the shape of the sharing function. While
« is commonly set to one with the resulting sharing function referred to as the
triangular sharing function [13], in this paper, several values of o will be tested
to find a range of suitable values for symbolic regression problems.

The distance d;; between two individuals ¢ and j is characterized by a similar-
ity metric based on either semantic or syntactic similarity. In this paper, we will
compare the efficiency of fitness sharing with two similarity metrics: semantic
versus syntactic similarity.

2.2 Modifying Fitness Sharing

In our experiments, we modify fitness sharing to speed up its execution. The
first modification is the way to calculate the shared fitness. It can be seen that
the shared fitness calculated in Equation [l can only be used if the raw fitness
favors bigger values, meaning that the bigger value is better. Since for symbolic
regression, we use the raw fitness as the mean of the absolute error with the
condition that smaller values are better, it can not directly use Equation [ to
calculate the shared fitness. Instead we use the following equation for quantifying
the shared fitness.

fi=(fi)* (mi + 1) (4)

The main drawback of fitness sharing is that the computation of the shared
fitness for the entire population in each generation can be very time-consuming
[17]. We alleviate this by calculating the niches for only a small subset of the
population that is randomly sampled from the whole population. Let P be the
number of individuals that are randomly sampled from the population for each
individual niche that is being calculated. In our experiments, we will investigate
different values of P to find the appropriate values for GP.

2.3 Syntactic Distance

To implement fitness sharing using a syntactic metric, a syntactic distance be-
tween any two trees is required. In this paper, we use an extended version of
tree distance that has been use by Ekart and Nemeth [I5]. In other words, the
syntactic distance between two trees is calculated as follows:
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Fig. 1. Two trees are added the NULL nodes to have the same layout

1. Make the two trees to be compared to have the same tree-structure (adding
NULL nodes if necessary). Figure[Il gives an example of two trees which are
completed by adding NULL nodes so that they have the same structure.

2. Count the distance between any two nodes located at the same position in
the two trees. If two nodes are labeled with the same symbol, the distance
between them is 0, otherwise the distance is 1.

3. Sum the distances computed in the previous step to form the distance of the
two trees.

2.4 Semantic Distance

To calculate the semantic distance between two individuals, a way to quantify
their semantics must first be defined. In this paper, we use Sampling Semantics
that has been used in previous work on semantic based crossovers [I8[19]. For-
mally, sampling semantics between two trees (subtrees) is defined as follows:

Let F be a function expressed by a (sub)tree T' on a domain D. Let P be a
set of points sampled from domain D, P = {p1,pa,...,pn}. Then the Sampling
Semantics of T on P on domain D is the set S = {s1, s2,..., sy} where s; =
F(pi),i=1,2,..,N.

The value of N depends on the problem. If it is too small, the approximate
semantics might be too coarse-grained and not sufficiently accurate. If NV is too
big, the approximate semantics might be more accurate, but more time consum-
ing to measure. The choice of P is also important. If the members of P are too
closely related to the GP function set (for example, 7 for trigonometric functions,
or e for logarithmic functions), then the semantics might be misleading. For this
reason, in this paper, the number of points for evaluating sampling semantics is
set as the number of fitness cases of the problem (20 points), and we choose the
set of fitness cases as the sample points for evaluating sampling semantics.

Based on Sampling Semantics (SS), we define a Sampling Semantics Distance
between two trees. In the previous work [19], Sampling Semantics Distance
(SSD) was defined as the sum of absolute difference of all values of SS. While
the experiments show that this kind of SSD is acceptable, it has undoubted
weakness that the value of SSD strongly depends of the number of SS points
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(N) [19]. To soften this drawback, in this paper we use the mean of absolute
distance as the SSD between trees. In other words, let U = {uq,ug, ...,un} and
V = {v1,v2,...,un} be the SS of Tree; (Tr1) and Trees(Trs) on the same set of

evaluating values, then the SSD between T'r; and T'r, is defined as follows:
SS.D(TT'17TT2) _ |U1 — U1| + |UQ — ’Ugl + ...+ |uN — UNl (5)

N

Since it could be expensive to compute SS, we reduce the cost by caching.
The SS of each subtree is stored in the root node using attributes; the resulting
GP system is known as Attributes Genetic Programming (AGP). In more detail,
assume that the problem has N fitness cases; then N attributes are added to
each node in the individual’s tree. In figure 2] IV is set to 3, so three attributes
A, Ay, Az are added to every node, to cache the SS of the corresponding subtree.
Figure [l also describes the process of evaluating attribute values in AGP. Ini-
tially (Figure Bh), the attributes are set to zero. Assume that the fitness cases
include three values 0, 0.5, and 1, then, in the second step, the attributes of the
leaves of the individual are assigned with these values (Figure 2b, attributes at
the nodes labeled with a constant are assigned with the value of that constant).
Next, the attributes at the level above the leaves are assigned with values. At
this point, the semantics of the leaves is passed upward to their parents, and
the operator at those nodes are applied to calculate the values for the attributes
(Figure 2k) at these nodes. This process is then continued until the attributes
at the root node are assigned with values (Figure 2d). It is noted that when this
process of value propagation completes, the fitness of the individual can be ob-

Al=0  Al=0  AI=0 Al=0 Al=l - A1=0  Al=0 A1=0
A2=0 A2=0  A2=0 A2=0 A2=1 A2=0.5 A2=05 A2=0.5
A3=0 A3=0 A3=0 A3=0 A3=1 A3=1 A3=1 A3=1

Al=1 Al=0  AI=0 Al=0 Al=l Al=0  AI=0 Al=0
A%f' A2=05 A2=0.5 A2=0.5 A2=l A2=05 A2=0.5 A220.5
A3=1 A3=l  A3=l A3=1 A=l A3=1  A3=l A3=1

Fig. 2. An individual in AGP and the Process of Evaluating its Attributes
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Table 1. Symbolic Regression Functions

Functions Training Data
Fl=2*+2*+x 20 random points C [-1,1]
F2=z'+a2®+a2+z 20 random points C [-1,1]
F3=a"+a*+2®+2%+2 20 random points C [-1,1]
Fa=2°4+2°+2* +2°+ 22+ 2 20 random points C [-1,1]
F5=(z+1)3 20 random points C [-1,1]
F6=2°-2>-2—1 20 random points C [-1,1]
F7=0.3sin(2rx) 20 random points C [-1,1]
F8 = cos(3x) 20 random points C [-1,1]
Table 2. Run and Evolutionary Parameter Values

Parameter Value

Population size 500

Generations 50

Selection Tournament

Tournament size 3

Crossover probability 0.9

Mutation probability 0.05

Initial Max depth 6

Max depth 15

Max depth of mutation tree 5

Non-terminals +, -, *, / (protected version),

sin, cos, exp, log (protected version)

Terminals X, 1

Raw fitness mean absolute error on all fitness cases

Trials per treatment 100 independent runs for each value

tained by comparing the semantics of the root node with the values of the target
function on the corresponding fitness cases and the semantic distance between
two trees can be calculated by summing the attributes of their root nodes. This
helps to speed up the calculation of semantic distance between individuals in
fitness sharing.

3 Experimental Settings

To investigate the impact of using these distance metrics in fitness sharing on
GP performance, we used eight real-valued symbolic regression problems. The
problems and training data are shown in Table [[l These functions were taken
from previous work on using semantics based operators in GP [20021].

The GP parameters used for our experiments are shown in Table Bl It should
be noted that the raw fitness is the mean of absolute error on all fitness cases.
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Therefore, the smaller values are better. For each problem and each parameter
setting, 100 runs were performed.

We divided our experiments into two sets. The first is to compare the per-
formance of fitness sharing using a semantic metric with a syntactic metric and
with standard GP, and the second set aims to investigate the impact of some
parameters (the number of the sampled individuals and the niche radius, o) on
the performance of GP using fitness sharing with semantic metric. Hereafter,
the fitness sharing using the semantic metric is called Semantic Sharing and the
fitness sharing using the syntactic metric is called Syntactic Sharing.

4 Results and Discussion

This section first presents the comparison on the performance of GP using se-
mantic sharing with syntactic sharing and standard GP. After that the impact of
some parameters on the performance of GP using semantic sharing is discussed.

4.1 On the Performance

We tested fitness sharing using semantic and syntactic distance on the above
eight problems. For semantic sharing, we selected the niche radius, o at 0.1. This
is the value determined to achieve the best performance with semantic sharing
(the following subsection will investigate the impact of o on the performance
of GP using semantic sharing). Three values for the number of the individuals
that are sampled to calculate niche were tested. They are 5, 10 and 15. Semantic
sharing with these values will be shorthanded as SS5, SS10, and SS15.

For syntactic sharing, we fixed the niche radius, o at 10. This was indicated
from experiments as the best value for GP performance. Similarly, three values
for the number of sampled individuals are 5, 10 and 15 were tested. Syntactic
sharing with these three values are referred to as SyS5, SyS10, and SyS15.

To measure the performance of GP with these approaches we use a classical
performance metric: mean of the best fitness. Table [3] shows the best fitness
found, averaged over all 100 runs of each GP system. We tested the statistical
significance of the results in Table Bl using a Wilcoxon signed-rank test with
a confidence level of 95%. In Table [3 if a run of semantic sharing or syntac-
tic sharing is significantly better than Standard GP (GP), its result is printed
bold face.

It can be seen from Table [3] that syntactic sharing barely improves the per-
formance of GP. Sometimes, syntactic sharing is even worse than standard GP.
This can be observed in some cases on Function F2, F5, F7 and F8. In fact, syn-
tactic sharing only significantly improves GP performance on three occasions,
namely on F1 (SyS10 and SyS15) and F4 (SyS15). These results are not entirely
surprising as Ekart and Nemeth [I5] also showed that fitness sharing based on
structural distance provides very little advantage for GP performance.

On the contrary, semantic sharing always helps to improve the performance
of GP. It can be seen from Table Bl that the mean best fitness found by semantic
sharing is consistently smaller than the value found by standard GP. For the
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Table 3. Mean best fitness of three methods. Note that the values are scaled by 102

Methods  F1 F2 F3 F4 F5 F6 F7 F8

GP 1.05 1.52 2.14  2.78 2.65 3.17 4.40 1.50
SySh 0.85 1.39 1.86  2.56 3.00 2.90 4.44 1.73
SyS10 0.78 1.73 1.94 257 2.52 3.01 4.58 1.37
SyS15 0.69 1.37 1.78 2.06 258 2.97 4.33 1.56
SS5 0.69 1.13 166 2.09 2.22 256 3.87 1.12
SS10 0.55 1.12 1.70 2.03 2.32 2.48 3.62 1.11
SS15 0.75 1.19 171 214 215 2.59 3.91 0.97

three values of the numbers of the individuals that are sampled for calculating
the niche, it can be seen that the performance of semantic sharing is consistent.
The table also shows that the majority of the improvement achieved by semantic
sharing over standard GP is statistically significant.

Table 4. Average time of a run (in seconds) for the two fitness sharing strategies

Methods  F1 F2 F3 F4 F5 F6 F7 F8

GP 436 509 485 532 530 644 747 585
SySH 142 155 158 16.8 16.8 187 227 179
SyS10 231 264 274 288 276 32,8 36.6 288
SyS15 332 362 386 39.7 364 412 459 39.7
SS5 521 542 526 537 531 634 711 552
SS10 512 569 530 561 552 659 734 594
SS515 494 562 538 554 559 648 738 590

As has been previously mentioned, one of the weaknesses of fitness sharing
is that it takes time to calculate the semantic or syntactic distance between
individuals in the population. To estimate the extra time of these methods,
we measured their running time. The average time of a run of these methods
compared to standard GP is shown in Table @]

It can be seen from Table @ that it is very time-consuming to implement
syntactic sharing. The average time of a run of syntactic sharing is much greater
than the value of standard GP. When the number of individuals that are sampled
increases, the average running time also increases. Conversely, semantic sharing
runs almost at the same speed as standard GP. The average run time of semantic
sharing is mostly equal to that of standard GP, and in some cases these values
are even smaller. This represents the effectiveness of using attributes to store
semantics in the calculation of semantic distance.
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Table 5. Mean best fitness of semantic sharing with different values of the niche radius.
Note that the values are scaled by 10?

Methods  F1 F2 F3 F4 F5 F6 F7 F8 Mean
GP 1.05 1.52 214 278 265 317 440 150 2.40
SSR005 0.61 1.25 1.7 219 243 270 371 120 1.98
SSRoO75  0.52 1.11 166 223 231 256 361 114 1.89
SSRO1 0.55 112 170 203 232 248 3.62 1.11 1.87

SSR0125 053 1.3¢ 1.79 216 225 270 392 1.14 1.98
SSRO15 0.61 135 174 207 245 282 392 113 2.01

4.2 Parameters Analysis

This section analyses the impact of some parameters on the performance of GP
using semantic sharing [. There are two parameters that potentially impact the
performance of GP with semantic sharing: the threshold of dissimilarity (also
the niche radius), o and the size of sampled individuals P. To investigate the
sensitivity of the niche radius on GP performance, we fixed the size of sampled
individuals at 10 and tested 5 values of o. The five values tested are: 0.05, 0.075,
0.1, 0.125, 0.15. Five configurations of semantic sharing with these values are
referred to as SSRX with X=0.05, 0.075, 0.1, 0.125, 0.15.

To estimate the effect of changing o, we recorded the best fitness of a run.
These values were averaged over 100 runs and are shown in Table Bl For the
purpose of comparison, the mean best fitness of standard GP is also shown in
the top row of this table.

It can be seen from Table [ that the values of the niche radius around 0.1
are good values overall. The performance of semantic sharing with values 0.075
and 0.1 are the most consistent. When this value is too small (0.05) or too great
(0.125 and 0.15), the performance is worse.

We now examine the impact of the second parameter, the size of sampled
individuals, on the performance of GP using semantic sharing. To do this, we
fixed o at 0.1 and 6 values of the size of sampled individuals were tested. The six
values are 5, 10, 15, 20, 40, and 80. The corresponding configurations of semantic
sharing with these six values are shorthanded as SSSX with X=5, 10, 15, 20, 40,
and 80, respectively.

To discover the effect of changing this parameter, we again recorded the best
fitness of a run. These values were averaged over 100 runs and are shown in
Table [l For the purpose of comparison, the mean best fitness of standard GP
is also shown in the top row of this table.

Table [6] shows that the size of sampled individuals needs only relatively small
values. It can be seen that the performance of semantic sharing is best with
the values from 5 to 20 (1 to 4% of the total population size). If this value is

! Since the performance of syntactic sharing is not as good as the performance of
semantic sharing, it is not investigated further in this paper.



118 Q.U. Nguyen et al.

Table 6. Mean best fitness of semantic sharing with different values of the size of
sampled individuals. Note that the values are scaled by 107,

Methods F1 F2 F3 F4 F5 F6 F7 F8 Mean

GP 1.06 152 214 278 265 317 440 150 240
SSSH 069 113 166 209 222 256 387 112 1.92
SSS01 055 112 170 203 232 248 362 1.11 1.87
SSS15 075 119 171 214 215 259 391 097 1.93
SS520 0.58 1.23 165 199 241 269 372 117 1.93
SS5S40 0.85 1.61 217 248 232 3.04 4.06 124 2.22
SSS80 1.14 152 233 256 253 296 472 135 2.39

too great (40 and 80) the performance is worse. This can be explained by the
fact that promoting too much diversity (when increasing the value of the size of
sampled individuals) can hinder the convergence of GP to the global optimal.

5 Conclusions and Future Work

In this paper, we investigate the efficiency of fitness sharing using semantic
and syntactic distance metrics. We propose a novel way to implement fitness
sharing using a semantic distance metric based on sampling semantics. We also
modify fitness sharing to speed up its execution. We compare the performance of
Genetic Programming using fitness sharing with semantic and syntactic distance
on a class of real-value symbolic regression problems. The experimental results
show on the tested problems that while fitness sharing with the syntactic metric
hardly improves the performance of GP, fitness sharing with the semantic metric
often significantly improves GP performance. At the same time, fitness sharing
that implements the semantic distance metric runs much faster than with the
syntactic metric. Further analysis shows the impact of the two main parameters
on the performance of fitness sharing with the semantic distance metric.

There are a number of areas for future work which arise from this paper.
First, we want to measure the change of semantic diversity and syntactic diver-
sity of fitness sharing implemented in this paper during the course of evolution
to understand its impact on GP performance. Second, we would like to combine
promoting semantic diversity with controlling semantic locality [20] to see if it
provides additional improvement in performance. Last but not least, we aim
to investigate the impact of this method on dynamic problems where mainte-
nance of population dispersion/diversity is critical for adaptation to a changing
environment.
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