Optimising complex pylon structures with grammatical evolution
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A B S T R A C T
Evolutionary algorithms have proven their ability to optimise architectural designs but are limited by their representation, i.e., the structures that the algorithm is capable of generating. The representation is normally constrained to small structures, or parts of a larger structure, to prevent a preponderance of invalid designs. This work uses a grammar based representation to generate large scale pylon designs. It removes invalid designs from the search space, but still allows complex and large scale constructions. In order to show the suitability of this method to real world design problems, we apply it to the Royal Institute of British Architects pylon design competition. This work shows that a combination of a grammar representation with real world constraints is capable of exploring different design configurations while evolving viable and optimised designs.

1. Introduction

Evolution has shown that it is capable of generating elegant and parsimonious solutions to a myriad of design problems. It is also capable of generating multiple viable solutions to the same problem. Accordingly, variants of evolutionary algorithms (EAs) have been applied to design problems since their inception. One of the biggest issues when evolving architectural designs is how to specify and limit the design space. The search space of all possible designs is infinite and so the search space must be bounded by limiting the representation of possible designs. Grammars limit and formalise the expression of a language while still allowing the components of a language to be freely and recursively combined. This work demonstrates how grammar representations naturally lend themselves to describing large scale structural design while still allowing for exploration of different design possibilities.

Grammars offer significant advantages when applied to architectural optimisation. A design must first be analysed before it can be optimised and structural analysis can only be applied to a well formed design. Grammatical rules control what can be "said" in that language. Using grammars allows for the search space to be limited exclusively to valid (i.e. analysable) designs. Structural analysis requires information about where forces are applied and what points are fixed. Grammars provide a technique for component labelling that, in turn, provide a methodology for force application. Grammatical labelling means that structural analysis can be performed automatically, without having to manually specify the fixed points and forces for each design. An additional advantage of a grammar is that it is a concise representation.

Evolutionary algorithms need a method to judge the quality of individuals in the population. While design constraints are normally seen as a limitation by designers, they can provide a methodology for evaluating designs. This work incorporates
constrained representations based on real world constraints. Finally conclusions and future work are discussed in Sections 9 and 10.

2. Related research

There are several examples where evolutionary algorithms have been used to optimise electricity pylons. Bohnenberger et al. [3] optimised the leg of an electricity pylon using a genetic algorithm and an indirect coding, i.e., an indirect mapping procedure. The mapping procedure was required as they were confronted by the same issue of a large amount of invalid designs in the search space. The mapping rules enabled the edges of their graph structure to be subdivided and nodes added to increase the overall strength of the pylon leg. Although the optimisation was limited to a small component of the pylon and the force and fixed points were specified in advance, the approach showed that an indirect genome mapping could be used for truss optimisation.

Deb and Gulati [8] optimised 2D and 3D truss structures similar to a pylon arm using a GA and a fixed length representation scheme. The vector of design variables represented member areas and positioning of nodal coordinates. Although the representation had a fixed length, it used member exclusion to create topological variations. This approach places a maximum bound on the search space but can still explore the possibilities within that search space. Despite limiting the representation there were issues with redundant nodes. The nodes in the structure were classified into basic nodes, which support the truss or apply a load, and non-basic nodes, which neither support nor bear a load. Structures containing non-basic nodes were not evaluated to speed up computation. Their fitness function used constraint handling for several design parameters such as self weight, stress, deflection and kinematic stability.

The largest scale optimisation of electricity pylons was the work done by Shea et al. [31]. They simultaneously optimised topology, sizing and shape of the electricity pylon (the distinction between topology, sizing and shape is discussed in greater detail in Section 6.1). Their approach used structural topology and shape annealing (STSA) which combined a stochastic optimisation technique with a relational grammar. They optimised both the number and connections of nodes (topology) and the placement (shaping) of nodes in a transmission tower. The structural grammar constrained the design modification by defining relational rules that linked the section variables, the sizing variable and the shape variables. Making a change at one point in the structure limited the possible changes for the following points.

Another novelty was seeding the algorithm with an existing design tower layout rather than generating conceptual designs from scratch. Starting with a viable design meant that any improvement to the initial design could provide an applicable benefit. Although this work showed the efficacy of grammars and stochastic optimisation it was limited by making small changes to an existing structure instead of exploring a range of different design configurations.

2.1. Grammar representations for design generation

To evolve architecture, a technique is required to automatically generate shapes. EAs traditionally encode individuals in the population using a fixed length string of digits called a genome. The genome by itself is meaningless and so it is mapped using a function to generate useful output. It is the mapping function that limits the representation. EAs have shown their ability to optimise constrained design problems but have scaling issues when applied to more open ended design problems. Normally the function maps directly to output. An example of such a direct mapping is a voxel (volumetric pixel) representation. A fixed length binary string is used to represent points in either a two or three dimensional space. An example of such an approach is Zuo et al. [37], where volumetric pixels (voxels) were added and removed from a truss structure to maximise the stiffness of a Michell truss.

A direct mapping means that the complexity of the design is proportional to the length of the genome. Anything more complicated requires the genome to be extended and so the search space increases. A direct mapping is not sufficient to generate complex designs. Indirect mapping procedures, referred to as embryogenies by Bentley [2], treat the genome as a set of "growing instructions" that define components and how they change during the mapping process. Bentley [2] showed that indirect mappings reduced the search space, provided better enumeration of the search space and produced more complex solutions. Grammars provide a method for explicitly defining an indirect mapping. The next section discusses previous approaches to pylon optimisation and how indirect mappings were used to generate complex designs.
A grammar explicitly defines an indirect mapping procedure in a form that can be easily adapted. A grammar is a set of structural rules that define the composition of sentences for a given language. Grammatical rules provide a concise way of restricting a language while allowing endless variation through recursive application of the rules. Normally grammars are used to ensure the validity of a sentence but grammars can also be used to generate sentences. The grammatical rules are sequentially applied to transform an initial start symbol until it creates a sentence. This generative process can be combined with an EA, where the genome is used to select rules from the grammar to apply to the start symbol. This allows the genome to generate an output sentence from the grammar.

The ability of a grammar to constrain the search space while allowing for variation has led to its application in shape generation. The original form of shape grammars was developed by Stiny [32]. A starting shape and grammar of transitions are defined, as shown in Fig. 1. The transformations are iteratively applied to the start shape to create sub-shapes. The sub-shapes are then mapped for an arbitrary number of iterations to generate a design. Two example mappings are shown in Fig. 2. Sub-shapes must be extracted and identified for the mapping to work and accordingly it is normally implemented by hand. Although humans can easily complete this task, sub-shape recognition for an arbitrary number of open items is an NP-complete problem [36]. Despite this issue, several successful automatic approaches have been implemented for design generation. Gero and Louis [12] evolved pareto optimal beam designs using a shape grammar and genetic algorithm. Interestingly they then evolved the grammatical rules themselves and showed that it enabled greater pareto optimality to be reached. A detailed list of computer implementations of shape grammars is shown in Gips [13].

An alternative approach that does not require sub-shape recognition is the context free shape grammar (CFSG) as described in McDermott et al. [23]. Context free derivations are based on iterative string matching and rewriting which, while difficult for a human, are easily accomplished by a computer. The ease and speed at which context free grammars are used by computers means that they have been used to describe the syntax of nearly all programming languages developed from the Algol project [1]. CFGs are a naturally amenable form for a computer to process. Combining the abstraction and automation of context free grammars with shape functions provides a powerful methodology for generating designs. The implementation used in this work generate architectural designs is based on CFGs. How this is accomplished is shown in the next section (see Fig. 3).

3. Grammatical evolution

Grammatical evolution [28,10] is a grammar based form of genetic programming [25]. GE accomplishes the mapping process by combining a context free grammar (CFG) with a rule selection mechanism implemented using a genetic algorithm. The integer codons decide which production is chosen from the CFG by computing the total number of rule productions and using that number to calculate the modulus of the codon value. This can be represented with the following formula:

$$\text{Rule } (idx) = \text{Codon Value} \% \text{Num. Productions}$$

The grammar rules are applied to the left most non-terminal with the respective codon choosing the production from the grammar. The mapping process is repeated until all non-terminal rules have been converted into terminal rules in the grammar. By separating the grammar from the GA it allows traditional GA operators to be applied to any grammar based
representations. The separation also mimics the genotype to phenotype mapping as seen in nature, where the integer string is equivalent to the DNA and the output program is the phenotype. A sample derivation is shown in Fig. 4. The terminals at the leaf nodes of the derivation tree create a string from the grammar which in turn represents the program.

The example given in this section gives an overview of how a simple mathematical grammar can be used to generate equations using an integer string. The next section shows how shape generating functions can be used by a grammar to generate designs.

### 4. Grammatical decomposition

Context free shape grammars enable design decomposition from both the top down and bottom up. Abstracting the design into different grammatical modules allows the grammar to be limited to valid configurations. Although a grammar ensures syntactic correctness it does not prevent the generation of meaningless sentences, e.g., “colourless green ideas sleep furiously”. In this work, grammars ensure that every node in a design is connected but it does not imply that the structure is necessarily suitable for supporting loads. It must also be stated that the grammar only generates a subset of the set of valid designs, which is infinite.

A context free grammar is composed of non-terminal symbols, denoted by angle brackets, and terminal symbols. Non-terminal symbols are abstractions and must be converted to terminal symbols using the rules of the language. Terminals are literal characters in the language that cannot be broken down into smaller parts by the rules of a grammar.
The ability to abstract through non-terminals allows us to outline the design without specifying the details. Conversely terminal rules allow for standalone components to be constructed before the overall design has been completed. An example of such a decomposition for a bridge design is given below. Initially a bridge is broken down into its salient features. Features can be added or removed from the grammar at any point. The features can then be broken down into their constituent parts. An example is given in Fig. 5.

The terminal rules are developed separately from the non-terminal rules. The terminal rules are shape generating functions, which are then combined using non-terminal rules to generate a final design. An example of a terminal rule is given in Fig. 6, where a Bezier curve with fixed values is mapped to points on a line. Any geometric function such as the equation for a line, a polynomial or a plane can be used as a shape generating function.

The fixed values may now be abstracted to allow variations in the design as shown in Fig. 7. If the variations generate invalid configurations the design space may also be restricted at this point. Once the terminal variations have been successfully defined it can be combined with other shape terminals that then map to a non-terminal rule, as shown in Fig. 8.

The ability of shape grammars to allow for quick and parsimonious design definition has led to its application in different design areas such as smoking shelters [27], bridges [5,23], trusses [11], and interactive art generators [7]. The next section describes techniques that have been learned from previous applications to increase the complexity of the generated designs.

5. Grammatical techniques for design complexity

If a representation is to be capable of generating complex designs it must exhibit modularity, regularity and hierarchy [17]. Although context free grammars have an inherent modularity (terminal rules) and hierarchy (non-terminal to terminal mapping), additional grammatical techniques have shown themselves useful when applied to design generation.

5.1. Anonymous functions

Modules enable a design to generate complexity through reuse. Anonymous functions, also known as lambda expressions, give the grammar the ability to define new shape functions “on the fly”. Anonymous functions can be used to wrap combinations of existing shape functions to create new functional output. Anonymous functions also allow for currying, where a pre-existing function is called except some of the arguments to that function are fixed. Wrapping an existing function in an anonymous function allows for a level of hierarchy in the structure of the program.

5.2. Higher order functions

In an effort to create more coherent designs and also to avoid problems of infinite recursion in a grammar, higher order functions (HOF) were introduced. In this work, passing a set of points through different higher order functions is the key to
generating fully connected designs. Recursion generates complexity and similarity by repeatedly applying a function on a particular shape. McDermott et al. [24] and Yu [35] showed that grammars were capable of encoding such qualities through the use of higher-order functions (HOF).

Higher-order programming requires that functions can be passed to other functions as arguments (first-class functions) and that anonymous functions can be created. Limited recursion is accomplished by using a variable to specify the maximum recursion depth. As the function is recursively called, the value of the depth variable is decreased. Recursion stops when the depth variable reaches zero.

5.3. Example grammar implementation

A simplified example of a grammar using anonymous functions, higher order functions and function currying is given in Fig. 9. The geometric objects are created by combining path functions and connecting functions. Path functions are given scalar values and return points on a path. Connecting functions are given points and then generate additional points and connect them together. An example of a program is shown in Fig. 10. The program uses the map function in conjunction with a scalar list to generate a list of points that follow a circular path Fig. 11(a). Two of the arguments to circle_path() have been fixed or “curried”, the axis is set to z-axis and the circle radius is set to 50. Function map the applies the functions Connect3() and drop_perpendicular() to the set of points generated by circle_path(). Connect3() adds triangles to the points, as shown in Fig. 11(b), and has the axis argument curried so that it is set to the y-axis for all of the triangles. Finally drop_perpendicular() add a vertical line as shown in Fig. 11(c). Now that the grammar for generating shapes has been introduced, a description of the evolutionary algorithm used to optimise the grammars is given.

5.4. Simplified pylon grammar

A simplified version of the grammar used in this work is shown in Fig. 12. The maintenance requirement for the pylon means that only symmetrical designs need to be considered (see Section 7). The symmetrical constraint means that a full tower can be generated by creating one quarter of it and mirroring the result. The constants (maximum height/width) and line points (where the lines meet the tower) are initially defined. Once the constraints are in place, the base and the
three sections that make up the body of the structure are defined. The line points are then connected to their respective sections and finally the structure is mirrored to create the tower.

Structural analysis requires a mechanism for fixing points and applying loads before the stresses can be calculated. This process can be automated by adding labels to an existing grammar. Different components are labelled depending on the non-terminal rule that created them. As the non-terminal rules are expanded sequentially, a label variable is set during expansion. Any nodes created during a non-terminal expansion are labelled with this value. An example of the label variable being set is shown in Fig. 12. Once the structure is complete the nodes are iterated over and the loading value is set by the node label. An example of different structural loading can be seen in Fig. 13. This section explained how grammars can be used to generate shapes and gave implementation details of how such a grammar can be used for generating pylons. The next section describes structural analysis techniques and shows how they can be used to evolve designs.

6. Structural analysis

Structural engineering is the field of analysing and constructing designs that are capable of handling loads [14]. The goal of structural engineering is to maximise resistance to load while reducing material usage and cost. Computer modelling provides a methodology that allows designs to be easily and quickly analysed in a virtual environment. Simulated forces are applied to a structure and the resultant loads, stresses and deformations can be computed. An example of this is shown in Fig. 14. The forces on a structure are traditionally calculated using partial differential equations (PDE). While PDEs can be calculated using a computer, a method based on discretisation for modelling stresses is the preferred approach. Finite Element Analysis (FEA) [14] simplifies this process into a more computationally friendly form by converting PDEs into a set of ordinary differential equations (ODE). This work uses SLFFEA [22], an open source FEA library to perform structural analysis.
6.1. Types of structural analysis

Structural optimisation is classified into three categories [18].

- **Topology**: The overall layout of the system.
- **Shape**: The optimal contour for a fixed topology.
- **Sizing**: The size and dimensions of the components.

The categories relate to the three major stages of the engineering design process, i.e., the overall layout is chosen at the conceptual stage, the shape of the structure is optimised during the embodiment stage and the final sizing is optimised during the detail design stage [20].

The categories form a hierarchy for the structural engineer. A topology must be fixed before shape optimisation can be carried out. Accordingly, the components must be chosen before their sizing can be optimised. This work simultaneously optimises the topology and shape of the structure. Although sizing optimisation is possible using a grammatical approach,
this aspect is ignored as our intention is to build the structure with equal angle beams traditionally used in pylon construction.

6.2. Structural analysis and evolutionary algorithms

The extensive use of computer-based FEA led to its application as an objective and automatic fitness function for evolutionary algorithms. Accordingly, there has been a large amount of work in this area [20]. The computational cost of structural analysis meant that early papers focused on greatly simplified structures, such as small scale two dimensional trusses [15]. As computational power increased, so did the scope of the applications. Structures such as bridges [33], electricity pylons [31], and even entire buildings [19] have been optimised using EAs.

6.3. Incorporating structural analysis into a fitness function

Structural analysis provides several pieces of information that can be used as fitness values. When the tension or compression on a beam exceeds a certain value the beam breaks. While this is a useful method for eliminating invalid structures, the “all or nothing” fitness value discards much useful information [6]. Summing the stress on the structure provides a fitness value for the structure but ignores localised areas of high stress. Our initial approach recorded the maximum stress point in a structure as a fitness function but this produced poor individuals that did not meet the intended design goals. Instead a maximum stress level was specified and any individual that did not meet this criteria was given a default fitness that removed it from the population.

The approach used in this work records the displacement of a structure to evaluate fitness. This is a measure of how far the structure moves when a load is placed on it. While this approach generates strong structures, a single fitness value alone does not evolve optimal structures. An EA can generate a strong but non-optimal structure by simply adding more beams to increase load handling abilities. To counteract this tendency, a second conflicting objective is introduced, weight.

When there is a conflict between design objectives, it means that a trade off is required between them. An example of such a conflict during the design process would be minimising the amount of material used to build a structure while trying to reduce the load on the structure’s components. When optimising designs with multiple constraints two approaches can be taken. The constraints can be weighted and summed, thus reducing a multi-objective problem back to a single objective problem. This simplifies the problem but is still inferior to a truly multi-objective approach. The correct weighting must be manually chosen and even if the correct weighting is found, only individuals that maximise this weighting will be produced.

The alternative approach is that there is no globally optimal solution. Instead the solutions can be placed on a “front” composed of the non-dominated solutions in the population [34]. The set of non-dominated (pareto optimal) solutions are solutions that are better than the rest of the population for at least a single constraint and at least equivalent for all other constraints. The set of non-dominated solutions form what is called the Pareto front. Substituting one solution for another on the Pareto front will always sacrifice quality for at least one constraint, while improving at least one other.

The multi-objective selection operator from the Non-Sorting Genetic Algorithm (NSGA2) [9] was used as the fitness function in this work. The NSGA2 ranks each individual based on the number of solutions in the population that dominate them. The non-dominated solutions are solutions that are better than the rest of the population for at least a single constraint and at least equivalent for all other constraints. This can be stated mathematically as: \( f \) is the set of fitness functions: \( f = [f_1, \ldots, f_n] \) such that \( \forall f \in f \) where \( f_{\text{non-dom}} \leq f_{\text{dom}} \) and \( \exists f \in f \) where \( f_{\text{non-dom}} < f_{\text{dom}} \).

The new population is created by successively adding the individuals in each rank, starting with the highest rank, until the population reaches the correct size. Displacement and weight were chosen as the two objective constraints to be minimised. The NSGA2 algorithm generates a population of pareto equivalent individuals so there is no optimal individual. An average of the fitness value is used instead to observe overall progress of the algorithm. The formula used for calculating displacement is given in Eq. (2) where \( n \) is each node in the structure, \((x_1, y_1, z_1)\) is the original position and \((x_2, y_2, z_2)\) is the position after loading:

\[
d = \sum_{n=N} \sqrt{(nx_1 - nx_2)^2 + (ny_1 - ny_2)^2 + (nz_1 - nz_2)^2}
\]  

(2)

The formula for computing the weight is given in Eq. (3), where \( B = \{\text{Beams}\} \), \(|b|\) is the length of beam and \( \kappa \) is the area of the cross-section.

\[
w = \sum_{b \in B} |b| \cdot \kappa
\]  

(3)

There is an additional check to ensure that no structures that cannot support the loading are in the population. Each beam is checked to ensure that it is not stressed beyond a predefined value. If it exceeds this value a default fitness is assigned that removes it from the population.
7. Pylon design competition

The RIBA pylon design competition [30] was chosen as a suitable challenge for a grammar based approach. The competition invited engineers, designers and architects to rethink the traditional design of the electricity pylon. The UK are targeting an 80% reduction in carbon emissions by 2050 and substantial change to the electricity infrastructure is part of that plan. Although the focus was primarily to develop new conceptual designs, there were a number of real world constraints specified.

The existing standard pylon height requirement is based on a standard span of 360 m in flat terrain, having a minimum conductor to ground clearance of 8.1 m at maximum operating temperature. Each pylon leg is rooted in concrete foundations, so the base points are assumed to be fixed. Most importantly, maintenance must be possible on one side of the pylon at a time in other words, with one single circuit outage while the other circuit is live. The result of this constraint is that the structure must be symmetrical.

Our pylon design is based on the traditional steel lattice structure composed of angled steel beams. The lattice structure is strong and efficient and reduces the surface area available for the wind to act upon. Angled steel is a cheap, plentiful and well understood material. Lattice structures are effectively transparent at distances of 500 m or more [16]. Novel materials such as carbon fibre were considered as they remove the need for insulators but long term resilience is not yet known. There is also a risk to the structure from lightning strikes [26].

7.1. Loading constraints

The intention of this work is to examine if load cases taken directly from a design specification are capable of generating usable designs. The pylon structure must not only support the weight and tension of conducting cable and insulator strings but must also be capable of withstanding gale force winds, ice, snow, floods and lightning strikes. The designs were tested against three extreme load cases, extreme wind, extreme ice, and a combination of wind and ice. Two loading constraints were chosen to examine if structures can be evolved for environmental extremes. A combination of those loading constraints is then used to examine if a structure can be optimised to handle multiple environmental conditions simultaneously to an adequate degree.

The load cases are illustrated in Fig. 15. All loads are conductor loads. They exclude structure weight and wind loading, which are added separately. All loads are in kilonewtons (kN). The extreme wind loading states that the wind is applied to the body of the structure in a transverse direction. The mean hourly wind speed is 35 m/s at 10 m above ground level. Allowances are made for the variation of wind speed with structure height and the total wind load on the structure will allow for gust effects in addition to mean wind. A loading tree for the extreme wind case is shown in Fig. 15(a).

The extreme ice loading assumes an ice buildup on the power lines. Although ice buildup is not initially problematic, the increase in surface area on the cable means that the ice buildup gets progressively worse. The load case states that the ice buildup has a radial ice thickness of 65 mm. A loading tree for the extreme ice case is shown in Fig. 15(b).

![Fig. 15. The loading trees for each test case.](image-url)
The extreme wind and ice loading combines lesser amounts of the previous load cases. The wind speed is assumed to be 30 m/s and the radial ice thickness is 15 mm. A loading tree for the extreme wind and ice case is shown in Fig. 15(c). Although the separate ice and wind loading are less the combination amounts to a difficult test case for the structure. The design must be capable of handling both forces adequately. This test case examines the possibility of optimising a structure for combinations of weather conditions that the structure might face in a particular location.

8. Optimisation based on real world constraints

Grammars are capable of limiting the design space while still allowing design variations to be explored. Loading constraints from a design specification document can be used to create a fitness function for an evolutionary algorithm. We now examine if the grammar representation was capable of being optimised through evolution, i.e., that genetic information is being transferred in a way that leads to better solutions. To investigate if there was significant improvement when evolving the grammatical representation, the algorithm was run thirty times (population size 100 for 50 generations). The results were then compared with the best of 150,000 randomly generated individuals. This is equivalent to the number of evaluated individuals in the evolutionary run except that no genetic information was transferred between individuals. This was repeated for each loading case.

The experiment was carried out using the pylon grammar described in Section 5. The experimental settings are shown in Table 1. It should be noted that mutation in GE is applied on a per codon basis, i.e., The mutation operator is applied to every integer and mutation occurs with a given probability. Single point crossover was used for this experiment. The same index point is chosen on both parents’ genome and then everything after that point is swapped to create two new individuals.

8.1. Results

The population fitness results for the three test cases are shown in Figs. 16, 18 and 20. There is no “best” individual when using a Pareto optimisation and the size of respective fronts can vary when using the NSGA2 algorithm. Accordingly, the results show the average population fitness and standard deviation of the thirty runs for each generation. All results are graphed using the same scale on the y-axis. The random results are shown as a dotted line. Although no genetic information was transferred between the random individuals there was still a selection pressure produced by the NSGA2 fitness function. The parent and child population are compared at each generation and the best of both is kept. The result of keeping the best 100 individuals is that the average population fitness slowly improves over time. Although this continuous improvement looks like hill-climbing, it is a result of random sampling combined with elitism.

Fig. 16 shows the result for an extreme wind loading. There is significantly more displacement for the wind loading cases as the force is applied laterally rather than vertically and the fixed points are at the base of the structure, resulting in a cantilever style action. The results show that evolving the representation generates significantly more improvement for displacement on all of the load cases even though the initial population has poor fitness. There is a 55% reduction in the average displacement for an evolved population compared to the 22.3% reduction in average fitness for the randomly generated population. There is an increase in overall weight for the designs compared to randomly generated solutions this was to be expected, stronger designs generally require more material. The lack of improvement on both the random and evolved results indicates that the grammar representation has constrained the weight search space to a degree where only limited change to the weight of the structure is possible. Although this is an unexpected restriction of the grammar, there is the benefit that the weight does not exponentially increase for stronger individuals during the course of the run.

Example individuals from the Pareto front are shown in Fig. 17. The sample individuals have developed similar features to account for the extreme wind loading. They have increased their base and core structure width, this allows it to distribute the loading over a greater cross-sectional area. The structure has increased its moment of inertia, thus giving it a greater resistance to lateral loading.

| Table 1 |
|---|---|
| **Experimental settings.** |  |
| Parameter | Value |
| Population size | 100 |
| Generations | 50 |
| No. of runs | 30 |
| Mutation rate | 1.5% |
| Mutation operator | Integer |
| Crossover rate | 70% |
| Crossover operator | Single point |
| Selection scheme | NSGA2 |
| Replacement scheme | NSGA2 |
| Initialiser | Random |
| Random number generator | Mersenne twister |
Fig. 18 shows the results for the heavy ice loading. The amount of displacement experienced by these structures is lower as the loading is transmitted directly down the core of the structure. There is still a significant reduction in displacement when compared against randomly generated designs. The evolved population reduced the average displacement by 85% compared to the 33% displacement reduction in the randomly generated population. The reduction in displacement once again results in an increase in weight.

Sample individuals for the heavy ice loading are shown in Fig. 19. The ice loading builds up predominantly on the cables rather than the main structure so most of the additional force is transmitted through the arms where the cables are suspended from. As the force is transmitted directly downwards through the arms, the evolutionary algorithm narrowed the internal core structure, as there were no lateral loads present. The sample individuals also show shorter arms that have been reinforced, this reduces the moment applied by the arms to the main structure. As the fixed points cannot be changed the structures broaden at the base.

The results for the wind and ice loading are shown in Fig. 20. Even though there is a lesser combination of the extreme ice and wind loading conditions, the initial population starts with a poor fitness that is comparable to the extreme wind loading. The displacement improves significantly during the course of the run and evolution outperforms randomly generated solutions but this is once again offset by an increase in the overall weight. The average displacement for the evolved population is reduced by 59% compared with an 18.7% reduction for the randomly generated population.
Sample individuals for the combined wind and ice loading are shown in Fig. 21. These designs show a compromise keeping the narrow core structure for the upper part but widening the base to reduce wind deflection. The shorter arms have been chosen to reduce the moment applied due to the ice loading on the main structure. This amalgamation of design features shows that different design constraints can be combined to generate results that satisfy both conditions.

Overall the results show that pylon designs generated by a context free shape grammar are capable of being significantly optimised and that the loading constraints described in Section 7 are capable of driving evolutionary search. The displacement was reduced by at least 50% in all of the loading cases and in one case by 85%. The evolved solutions outperformed the randomly generated solutions, meaning that useful genetic information was being passed between individuals despite the complex mapping procedure used by context free shape grammars. One of the unforeseen results of constraining the search space to valid pylon designs was that there was only a small amount of variation in the weight of the structures. Although this limited the ability of the NSGA2 algorithm to optimise weight, lighter individuals were still preferentially selected due to their position on the pareto front. Weight did not improve but neither did it increase exponentially. A trade off between weight and strength is to be expected when optimising for loading conditions. The multi-objective fitness function meant that it only added weight if the solution was non-dominated rather than adding weight even if it only had minimal loading benefit. The designs selected from the pareto front showed that it evolved specific features for the extreme loading test cases.
It also showed that different loading constraints could be combined and optimised simultaneously. The resulting designs had a combination of the features seen in the extreme load cases.

9. Conclusion

This work set out to explore the use of grammar representations for large scale structural optimisation. The approaches for decomposing an architectural design using a grammar were described and grammatical techniques for generating large scale structures and design complexity were introduced. A grammar was then devised to generate electricity pylon structures. Unlike previous approaches which optimised parts of the pylon structure, the pylon grammar was used to explore different configurations and optimise several components of a structure simultaneously. The structure was evaluated based on displacement and overall weight using constraints taken directly from an electricity pylon design competition.

The experiments clearly show that shape generating grammar representations are capable of being optimised and that genetic information is being retained through the grammar mapping. The population fitness showed a significant reduction.
in displacement for all of the loading cases. Although there was an increase in structural weight, this was to be expected as a trade off for greater strength. The experiments also showed that real world structural constraints can be used to drive evolution and that designs could be evolved for specific extreme load cases. More importantly, combining the constraints resulted in structures that had features of the designs optimised for individual cases, thus creating structures capable of handling multiple loading conditions. As grammars allow for automatic force application and the loading constraints can be taken directly from a design specification document, this approach can be easily adapted to optimise bespoke structures for loading conditions specific to certain locations.

10. Future work

The finite element analysis described in this work was used to analyse loading conditions but it can also be applied to computational fluid dynamics. It is our intention to further develop grammatical approaches to design decomposition and apply it to more complex structures such as wind turbine blades and aircraft wing design.
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