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Abstract

Grammars are an important tool for Evolutionary Computation (EC). Grammars offer a flexible means of search space restriction, and provide a mechanism for imposing language and search biases. This thesis explores the use of a particular grammar type, Tree-Adjoining Grammars (TAGs) for use with Grammatical Evolution (GE), a grammar-based EC algorithm. To date, much of the work on GE has used Context-Free Grammars (CFGs). TAGs have been shown to be more powerful than CFGs and can generate some context-sensitive languages. TAGs also exhibit interesting properties, such as, each intermediate stage of TAG derivation being a fully structured feasible sentence from the language.

The focus of this thesis is to explore the use of TAGs for representation in GE. A definition of TAGs is given and a comprehensive survey of TAGs in EC is presented. Following this, a novel representation and mapping process is developed which combines the linear chromosome used by GE with TAGs. This extension of GE, called Tree-Adjoining Grammatical Evolution (TAGE), is compared with canonical GE on a number of benchmark problems. TAGE demonstrates a performance benefit over GE. Further study of the two representations is presented, which identifies core representational differences, such as, invalid individuals and neutral crossover operations, both of which do not occur in TAGE. These differences are shown to account for some of improved performance of TAGE.

Subsequent to this, a novel method of rendering search landscapes is presented. Single mutation event landscapes are generated for GE and TAGE for a number of common grammars. It is shown that TAGE search spaces are much more densely connected than those of GE, affording TAGE greater opportunities to move about the search space.

Further representational differences in the form of preferential language biases are discovered when developing methods of generating similar initial populations for both TAGE and GE. Two main biases are identified, adjunction constraints and grammar transformation biases. These biases affect the distributions of tree structures generated by TAGE.
Methods of mitigating these biases are presented and it is shown that these biases can provide problem dependent performance benefits.

The developmental nature of the feasibility property of TAGs is exploited by integrating an online artificial gene regulatory network (GRN) model with TAGE in the form of Developmental TAGE (DTAGE). DTAGE is shown to improve the usability of this GRN model by facilitating it with the use of the TAGE mapping process. DTAGE is demonstrated to be capable of evolving GRNs whose output, when provided with feedback in the form of state information from dynamic problem environments, maps to phenotypes that can survive in those environments.

In summary, this thesis explores the utility and capability of TAGs for representation in GE. Differences in representation between TAGs and CFGs for use with GE are identified and studied in terms of performance. TAGs are then exploited in the development of a novel evolutionary developmental system combining TAGs, GE and a GRN model.
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Chapter 1

Introduction

This thesis is based in the field of Evolutionary Computation (EC), a sub-field of Artificial Intelligence. EC is a population-based stochastic search method for automatic problem solving. The driving inspiration for EC is what Spencer coined “survival of the fittest”, one of the basic principles of Darwin’s theory of evolution by natural selection. It is evident that nature has the ability to find diverse solutions to many problems and, as such, it is natural that the field of Artificial Intelligence should look upon these processes for inspiration. Processes which have been seeking perfection in ever changing environments on this planet for millions, if not billions, of years.

The chosen representation, how solutions are coded, is very important for any problem solving method. This coding must be sufficient to represent a wide range of possible solutions, in addition to ensuring that the search space is navigable. Moreover, in the case of natural selection, the representation must be evolvable, i.e., variation of individuals in the population should result in a net improvement in the population’s ability to survive in the changing environment. Both of these properties are seen in nature, in the diversity and continued existence of life.

It is with representation that the focus of this thesis lies. Grammars, a popular and powerful formalism in Computer Science, outline a set of rules and symbols which define a set of structured sentences, i.e., a language. In the context of EC, when used as part of
1.1. EVOLUTIONARY COMPUTATION

the representation, grammars afford a flexible means of defining and restricting the search space, in addition to providing a trivial method of embedding domain specific information into the solutions. This flexibility allows grammar-based EC algorithms to be applied to a vast range of problem classes. The investigations of this thesis explore the application of a specific type of grammar, tree-adjoining grammars, which have been shown to be more powerful than the more commonly used context-free grammars, for use with a grammar-based EC algorithm, grammatical evolution.

The rest of this chapter proceeds as follows. Section 1.1 introduces EC - the field in which this thesis is set. Section 1.1.1 briefly discuss grammars and how they are beneficial for use as representation in EC. Different variations of grammar-based EC are then described, in particular, grammatical evolution, the form of grammar-based EC utilised by this thesis, is presented. The section goes on to introduce tree-adjoining grammars, the grammar formalism explored throughout this work. Section 1.2 outlines the aims of the thesis, the research questions proposed, and the objectives that the thesis addresses. Section 1.3 gives an overview of the main contributions of the work presented throughout, with the limitations of that work provided in Section 1.4. Finally, Section 1.5 provides a summary of each of the following chapters.

1.1 Evolutionary Computation

One of the core concepts of natural selection is that individuals who are more suited to the [problem] environment in which they find themselves are more likely to survive, and, as a result, these fit individuals reproduce more often, passing on their different advantages to their offspring. As such, a parallel trial and error approach is taken in EC, with a population of potential solutions dispersed throughout the search space. The fittest of these solutions are allowed to survive and reproduce. Reproduction is the mechanism by
1.1. EVOLUTIONARY COMPUTATION

Figure 1.1: Execution flow of a typical EC algorithm.

which new potential solutions are introduced into the population and to further search the space of solutions. Reproductive processes can include: the direct copying of a solution, the slight modification of a solution, as well as the recombination of multiple solutions to name a few. These operations are often referred to as variation operations. Figure 1.1 portrays the typical execution flow of an EC algorithm.

Many different variations of EC algorithms exist. These include, Evolutionary Programming [53] (EP), Evolutionary Strategies [12] (ES), Genetic Algorithms [59] (GA), Genetic Programming [113, 8, 189] (GP) and Differential Evolution [208] (DE), to name a few. Many of these variations have also spawned their own derivative approaches. Different approaches often vary in their method of representing potential solutions, as well as the way in which search is performed using that representation. As such, the classes of problems which each method can be applied to also vary. One of the more popular - and successful [112, 169] - forms of EC algorithms, and that with which this thesis is concerned, is GP, an EC algorithm for automatic programming. Originally popularised by Koza [113], tree-based GP uses a lisp expression-tree, or program-tree, representation for the individuals in its population. While this approach has been very successful, the lack of syntactic and type information built into the basic program-tree representation make GP difficult to apply to certain classes of problems. The focus of this thesis, however,
is primarily on a form of grammar-based GP (GBGP) and exploration of the grammars used with this system. Grammars allow the embedding of syntactic and type information within the representation, as well as offering a flexible means of defining, and restricting, the search space. Grammars also make it trivial to embed domain specific information into the representation.

1.1.1 Grammar-Based Genetic Programming

A grammar is a mechanism for the creation of the set of strings of a particular language [69]. Grammars are an important formalism in Computer Science and are widely used to represent restrictions on general domains, as well as to define legal expressions and impose type restrictions. As such, grammars offer many advantages when used as part of a representation for GP [134]. The most prominent advantage is that grammars offer a flexible means of search space restriction, providing a means of keeping the cost of search to the minimum required to find a solution. Moreover, grammars provide a mechanism for controlling different types of bias, language biases, which affect the set of generated sentences in the search space; as well as search biases, which are related to the connectivity of the search space. One of the more commonly used types of grammar are Chomsky grammars, in particular, context-free grammars (CFG).

While many different approaches to GBGP have been developed, two main forms exist. The first is a tree-based representation utilising CFGs, originally proposed by Whigham [215] in a system called CFG-GP. Unlike, tree-based GP, this system separates the genotype, the object upon which variation operations are applied, and the phenotype, the evaluated program. In the case of CFG-GP, the genotypes are derivation trees, i.e., structured sentences derived from the grammar (see Figure 1.2), and the phenotypes, the sentences, are extracted from the frontiers of those trees. Geyer-Schulz [57] and Wong and Leung [219] also proposed similar systems around the same time, with Wong and Leung using a
1.1. EVOLUTIONARY COMPUTATION

Figure 1.2: A sample derivation tree for the sentence “The fox jumps over the dog”.

different, slightly more powerful, grammar type (definite-clause grammars). The second type of GBGP is a linear variation. In this form, the derivation tree has been replaced by a linear genome of bits or integers as the genotype, allowing much theory from the fields of ESs and GAs to be carried over into GP. Early work by Keller and Banzhaf [105] used a grammar to repair sentences generated from a binary genotype. Another linear GBGP system, the system used throughout this thesis, is Grammatical Evolution [163, 172, 173, 42] (GE). McKay et al. [134], and more recently Hemberg [70], provide detailed surveys on the use of grammars for GP.

Grammatical Evolution

Proposed by O’Neill and Ryan [172], GE is one of the most widely used GP systems today [134]. It is a variable length, linear form of GBGP that makes use of a linear genome. The genome is interpreted by a CFG and used to construct a derivation tree. The derivation tree is an intermediate state of representation, as a phenotype is then extracted from the leaf nodes of this tree. GE’s novelty comes from its use of a variable length genotype, the redundant genotype-phenotype mod mapping rule, and its ability to wrap its genome. GE is fully described in Chapter 2. While GE has been successfully applied
1.1. EVOLUTIONARY COMPUTATION

to many application domains, see Section 2.5, to date, much of the work on GE has been performed using standard CFGs, or extensions thereof, with a few exceptions [102, 34, 182]. The goal of this thesis is to explore the utility of tree-adjoining grammars (TAG), a more powerful grammar formalism than CFGs, as part of the representation for GE.

Tree-Adjoining Grammars

TAGs were first introduced by Joshi et al. [97] in the field of Natural Language Processing and Linguistics. TAGs are a tree generating system, constructing derivation trees by composing smaller elementary trees together, and have been shown to be more powerful than CFGs [96]. TAGs can also generate some context-sensitive languages [96, 99].

TAGs capture the linguistic property that complex sentences can be viewed as being composed of more simple sentences which have been subjected to appropriate deformations [97], more directly representing the structure of natural language than is possible with CFGs. This has the effect of shortening the edit distances between the derivation trees of similar sentences. This property is inherent to TAGs and is a result of the non-fixed arity property of their derivation trees. TAGs have recently been successfully applied to the field of EC, and in particular GP [78, 85, 1].

This thesis proposes to explore the use of TAGs as part of the representation for GE. While the increased generative power of TAGs might be beneficial when used as a representation for search, TAGs can also help address a problem found in the current GE representation; the problem of genotypes mapping to unfeasible, or invalid, phenotypes.
1.2. AIM OF THESIS

1.2 Aim of Thesis

The aim of this thesis is to explore the use of TAGs for GE. TAGs are, generatively, more powerful than the CFGs which are traditionally used for GE. The intention of this thesis is to incorporate TAGs into the GE representation, and to investigate both the suitability of TAGs for use as part of a representation for GE, as well as the effect TAGs have on the ability of the algorithm to search effectively. In addition to being more powerful than CFGs, TAGs have a non-fixed arity property which will be explored for use with GE, specifically in the context of developmental evolution. The long term aim of this work is to add to the understanding of search using complex systems such as GE, and how the form of the grammar affects this.

1.2.1 Research Questions

The core aim of this thesis is to explore how using TAGs as part of this representation affects GE’s ability to search, and to better understand search using the GE representation. To fulfil this aim a number of research questions are proposed:

- Can TAGs be used, in conjunction with a linear genotype, as an effective representation for GE?

- How does a TAG-based GE representation behave differently than the canonical CFG representation used by GE?

- Do the biases introduced by converting CFGs to TAGs affect GE?

- Can any properties of TAGs be exploited in order to enhance GE?
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1.2.2 Objectives of Thesis

In order to address the aims and questions specified in this chapter, multiple objectives are presented:

1. Survey the state of the art for TAGs in EC.

2. Develop and implement a TAG-based representation for GE.

3. Perform analysis of the developed representation in terms of performance.

4. Analyse the differences in behaviour of the two representations.

5. Identify and examine biases present in the TAG-based representation.

6. Identify properties of the representation that might be used to explore extensions to GE.

1.3 Contributions

A number of works have been published in the completion of this thesis. These publications are listed on page xii. The main contributions of the exploration of TAGs for GE are outlined here in order of appearance:

Literature review

A survey of the previous literature on the use of TAGs in both GP and the extended EC field is presented in Chapter 3.

Novel TAG-based representation for GE

Section 5 presents a novel extension of the GE algorithm, tree-adjoining grammatical evolution (TAGE), which allows the use of TAGs with the GE linear chromosome.
1.3. CONTRIBUTIONS

The mapping process is described in full, along with the effects of the standard GE variation operations on this novel representation.

**Analysis of TAGE performance**

A comparison of performance between canonical GE and TAGE is presented in Chapter 6. It is shown that TAGE performs better than GE. However, differences between the two representations are identified, and when addressed, GE can perform as well, if not better than TAGE on some of the experiments. Separately, it is noted that while the best individuals observed in TAGE populations can be better than those in GE, the fitness of TAGE populations, on average, are worse than those of GE.

**Novel Analysis of search landscapes**

Chapter 7 examines the mutation search spaces for both TAGE and GE. Landscapes of regions of these spaces are visualised using heat maps to remove the visual clutter present when using a traditional graph-based representation. It is shown that the TAGE representation is more connected than GE.

**Method of initialisation for identical initial GE and TAGE populations**

When comparing different representations, it can be difficult to account for the initial position in the search space. Section 8.2 presents a method of generating well distributed initial populations which can be used for both GE and TAGE.

**Identification and analysis of biases in TAGE representation**

Chapter 8 explores language biases in both the TAGE representation and the transformed TAGs from commonly used CFGs. Methods for mitigating these biases are presented. It is shown that these biases modify the distribution of generated sentences. This can also affect the performance of the algorithm but is problem specific.
1.3. CONTRIBUTIONS

Literature Review

Section 4.1 provides a review of artificial gene-regulatory network models. In particular, a survey of previous work utilising these networks as representation for EC is presented.

Novel evolutionary developmental extension of TAGE

Section 9.1 presents a developmental extension of TAGE (DTAGE) where an artificial gene regulatory network (GRN) model is incorporated into the TAGE pipeline. This extension takes advantage of the feasibility property of TAGs, allowing valid phenotypes with very few codons. By augmenting the mapping process with a GRN, the complex dynamics that come about from this model can be taken advantage of by TAGE, and the GRN model can be utilised for the diverse problem classes that grammar-based GP can be applied to. Moreover, this extension of the TAGE mapping process enables it to be influenced by the problem state, or environment, providing individuals with the ability to express different phenotypic effects depending on the environment in which they find themselves.

Publications

Each chapter in the Exploration section of this thesis is based upon a published work. These works are listed here in order of publication:


2. Eoin Murphy, Michael O’Neill, and Anthony Brabazon. Examining mutation landscapes in grammar based genetic programming. In Sara Silva,
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1.4 Limitations

This work explores the use of TAGs as part of the representation for GE. As a novel representation is developed, some limitations must be considered to progress the study. Firstly, the investigations of this thesis concentrate on a single developed representation. While many other methods of incorporating TAGs into the GE representation may exist, this study exclusively considers the approach presented in Chapter 5.
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Additionally, in running the GE algorithm, no exhaustive search of all possible operator combinations, or the possible parameter values is performed. Standard values are used throughout all experiments performed in Chapters 4-7. Furthermore, to aid in the analysis of the change in representation, only well known benchmark problems from classic GP literature are used.

Moreover, TAGs which are automatically generated from the CFGs used by canonical GE are exclusively utilised during the experiments in this thesis. By using these TAGs common languages can be guaranteed. By using user created TAGs, alternate biases could be introduced into the system, affecting the search spaces, and hence the comparison of representations.

1.5 Thesis Summary

Chapter 2 describes the GE algorithm. A definition of CFGs is provided and the genotype-phenotype mapping process is described in detail. The other operations used by the GE algorithm are also described.

Chapter 3 opens with a formal definition of TAGs, and goes on to provide a comprehensive survey of related work involving TAGs in EC. Particular attention is payed to the use of TAGs in the field of GP.

Chapter 4 is concerned with developmental evolution and how it has been used in the field of EC. A survey of research is provided, paying particular attention to gene regulatory networks.

Chapter 5 presents, TAGE, an extension of GE which incorporates TAGs into the representation. TAGE and its components are discussed in detail. The effect that this change in representation has on the behaviour of the variation operators is also examined, along with some limitations of the new representation.
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Chapter 6 compares TAGE with standard GE in terms of their ability to solve a number of benchmark problems. It is initially shown that TAGE outperforms GE on all problems. A number of representational differences are identified, and when addressed, GE is capable of performing as well as, and indeed, better than TAGE on some of the experiments. While the best individuals in TAGE populations are often shown to be better than those of GE populations, the average fitness of TAGE populations are worse than those of GE.

Chapter 7 explores the difference in connectivity of the search spaces between TAGE and GE. A novel method of rendering search landscapes using heat maps is presented. It is shown that, for single mutation events, on a number of typical grammars, TAGE search spaces are much more densely connected than those of GE.

Chapter 8 examines changes in the biases inherent to the representation when transforming from CFG to TAG. While the original CFG and the produced TAG are equivalent, i.e., no exclusion biases are introduced during the transformation, the preferential language biases in the system are affected. The distribution of randomly generated derivation trees, and hence, phenotypes are examined and it is shown that initialisation can be affected. Methods for improving, and indeed, equalising the distributions of initial individuals are presented. Furthermore, additional biases are identified in the TAGE representation. These biases are also examined in how they affect the distribution of derivation trees, as well as how the can affect the algorithm’s ability to perform.

Chapter 9 introduces DTAGE, a novel evolutionary developmental extension to TAGE using an artificial GRN model. Initially, related research is presented on using GRNs for EC, and an overview of the GRN model used by this thesis is provided. The developmental extension to TAGE is then described. DTAGE exploits the feasibility property of the TAGs, with the GRN embedded into the mapping process. This enables TAGE mapping to make use of the complex dynamics of the GRN model, while grammar-based approach enables the model to be used on a greater range of problem classes. This extension enables feedback.
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from the problem environment which influences the mapping process, allowing the state of
the environment to affect an individual’s phenotypic effect. The method is tested on the
benchmark inverted pendulum problem, and properties of the extension are discussed.

Chapter 10 concludes the thesis by giving an overview of the work presented throughout,
and a summary of the main contributions. It also suggests and outlines future interesting
work which may be pursued on the use of TAGs for GE.
Part I

Background
Chapter 2
Grammatical Evolution

It is important that the approach used throughout this thesis is described in full. As such, this chapter is dedicated to describing Grammatical Evolution [163, 172, 173, 42] (GE), a form of GBGP, in detail. GE makes use of aspects of Darwinian natural selection, classical genetics and molecular biology combined with the generative power of grammar formalisms, and is considered to be one of the most widely applied GP methods today [133].

This chapter provides an introduction to the GE algorithm in Section 2.1. The grammar type used by GE, Context-Free Grammars (CFG), is then defined in Section 2.2. Following this, the canonical GE algorithm itself is described in Section 2.3, along with the genotype-phenotype mapping process, which is central to GE, in Section 2.3.1. The individual components of the GE algorithm are then described separately. First, population initialisation is outlined in Section 2.4.1, with selection and replacement methods in Section 2.4.2 and 2.4.3 respectively. The variation operations used with GE are described in Section 2.4.4. Examples of different problem domains that GE has been applied to are given in Section 2.5, along with a list of implementations of the algorithm. Section 2.6 concludes with a summary of the chapter.
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<table>
<thead>
<tr>
<th>Biology</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA XxxxxX</td>
<td>Bit string</td>
</tr>
<tr>
<td>RNA XxxxxX</td>
<td>Transcription</td>
</tr>
<tr>
<td>Amino Acids</td>
<td>Integer string</td>
</tr>
<tr>
<td>Proteins</td>
<td>Translation</td>
</tr>
<tr>
<td>Phenotypic Effect</td>
<td>Production Rules</td>
</tr>
<tr>
<td></td>
<td>Sentence of terminals</td>
</tr>
<tr>
<td></td>
<td>Evaluated sentence</td>
</tr>
</tbody>
</table>

Figure 2.1: Analogy between molecular biology and the GE mapping process.

2.1 Overview

GE is a variable length, linear form of GP. Rather than evolving program trees directly as is done in GP, GE makes use of a variable length GA as the search engine. GE’s representation consists of a bit or integer string (the genotype), upon which the GA searches, combined with a grammar. A mapping rule is used to map each evolved bit string to a sentence generated from the grammar (the phenotype). That sentence can then be evaluated. This mapping, the genotype to phenotype mapping, was inspired by gene expression in classical genetics (see Figure 2.1).

The grammar, which is usually a CFG written in Backus-Naur form, enables GE to define and modify the legal expressions of an arbitrary computer language. The grammar also enables GE to modify the structure of the expressions generated, biasing search towards particular structures, something that is not trivial for other forms of GP. Moreover, the grammar allows problem specific domain knowledge to be embedded within the generative process. An example of a GE grammar, genotype and resulting derivation tree are given in Figure 2.2.

In addition, the separation of the genotype from the phenotype in GE allows GP style genetic operations to be applied to the interim tree-based derivation tree representation,
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(a) A sample context-free grammar for use in symbolic regression. The grammar consists of three non-terminal symbols \(<e>\), \(<o>\) and \(<v>\). All other symbols are terminal symbols. There is a set of production rules for each non-terminal symbol. Each production rule, separated by |, is indexed, incrementing from zero. The indices are shown for clarity.

\[
\begin{align*}
    <e> & := <e><o><e> & (0) \\
    | & <v> & (1) \\
    <o> & := + & (0) \\
    | & - & (1) \\
    | & * & (2) \\
    <v> & := X & (0) \\
    | & Y & (1)
\end{align*}
\]

(b) A short sample GE chromosome consisting of a list of integers. Each integer is known as a codon.

(c) An example derivation tree created from the grammar and chromosome seen in Figure 2.2. The edges of the tree, from parent node to children, represent production rule choices. Each edge is labelled with the instance of the mapping function used to select that production rule.

Figure 2.2: An example GE grammar, chromosome and derivation tree.
as well as GA style operations to be applied to the linear genotype, extending GE’s search
capabilities beyond those of GP. The grammar type used by GE, CFGs, are formally
described in the next section.

2.2 Context-Free Grammar

In formal language theory, a grammar is a generative system for the creation of the set
of strings for a particular language. Grammars make use of a set of rules which define
the structure of the words and sentences of a language. These rules are used to construct
syntactically correct strings from that language. The symbols making up the alphabet
of the language are known as terminal symbols. Another set of symbols, non-terminal
symbols, are involved in the construction of strings but do not appear in the final strings
themselves. The rules are used to transform strings containing both types of symbols into
string composed entirely of terminal symbols in a process known as derivation.

The original and most commonly used grammar type with GE is the CFG. A CFG [69,
p. 18] is a type-2 formal grammar in the Chomsky hierarchy, and is defined as follows.

Definition 1 (Context-Free Grammar) A CFG, \( G \), can be defined as a quadtuple

\[ G = (N, \Sigma, P, S) \]

where:

- \( N \) is a finite non-empty set of non-terminal symbols;
- \( \Sigma \) is a finite non-empty set of terminal symbols such that \( N \cap \Sigma = \emptyset \). \( \Sigma^* \) denotes
the set of all finite-length strings constructed from \( \Sigma \), and \( V^* \) denotes the set all
finite-length strings constructed from \( N \cup \Sigma \) - both \( \Sigma^* \) and \( V^* \) contain the empty
string;
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- $P$ is the set of production rules, where $P \subseteq N \times V^*$;
- $S$ is the start symbol where $S \in N$.

Production rules in CFGs are of the form

$$A \Rightarrow \alpha$$

where $A \in N$, a non-terminal symbol, and $\alpha \in V^*$, a non-empty string consisting of non-terminal and terminal symbols, known as an expression. This particular production rule denotes that the non-terminal symbol $A$ generates, or may be rewritten as, $\alpha$. This can occur regardless of the context in which it $A$ appears, and it is for this property that these grammars are known as context free. The following definition of generation, or rewriting, is used [69, p. 14].

**Definition 2 (Generation)** Let $G = (N, \Sigma, P, S)$ be a CFG and let $\alpha', \beta' \in V^*$. $\alpha'$ directly generates $\beta'$, written $\alpha' \Rightarrow \beta'$, if there exist $\alpha_1, \alpha_2, \alpha, \beta \in V^*$, such that $\alpha' = \alpha_1 \alpha \alpha_2$, $\beta' = \alpha_1 \beta \alpha_2$ and $\alpha \Rightarrow \beta \in P$. The reflexive-transitive closure of $\Rightarrow$ is written as $\Rightarrow^*$. □

The reflexive-transitive closure of $\Rightarrow$, $\Rightarrow^*$, is a multi-step generation, i.e., multiple applications of the $\Rightarrow$ operation. An operator is closed on a set when the application of that operator results in another member of that set. In the given definition, both $\alpha', \beta' \in V^*$, therefore $V^*$ is closed under $\Rightarrow$.

**Definition 3 (Sentential Form)** Let $G = (N, \Sigma, P, S)$ be a CFG. The set of sentential forms of $G$, $S(G)$ is:

$$S(G) = \{ \alpha \in V^* | S \Rightarrow^* \alpha \}$$

The set $S(G)$ is considered to be anything derivable from $S$. As $\alpha \in V^*$, $\alpha$ can contain non-terminal symbols also. However, if $\alpha \in \Sigma^*$, it is then known as a sentence. The set of
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$$<\text{A}> := a <\text{b}> c$$
$$<\text{b}> := b \mid b <\text{b}>$$

Figure 2.3: An example grammar written in BNF which generates the set of strings \( \{a b^n c \mid n > 0\} \).

sentences is the language generated by the grammar. All elements of \( S(G) \) can generate sentences.

**Definition 4 (Language)** Let \( G = (N, \Sigma, P, S) \) be a CFG. The language of \( G \), \( L(G) \) is the set:

\[
L(G) = S(G) \cap \Sigma^* = \{ \omega \in \Sigma^* \mid S \overset{*}{\Rightarrow} \omega \}
\]

The preceding definitions are as given by Harrison [69].

The most common form in which CFGs are presented is the Backus-Naur form (BNF) [3]. An example of a CFG written in BNF is presented in Figure 2.3. Rules in BNF retain the form of a single non-terminal symbol on the left hand side (LHS), with an expression on the right (RHS). The LHS and RHS are separated by ::=, which denotes that the LHS should generate the RHS. Non-terminal symbols in BNF are denoted using <angle-brackets>, and rules that share a common LHS are grouped using |. Figure 2.3 shows the previous example production rule rewritten in BNF, with \( \alpha \) replaced with the string \( a <\text{b}> c \), along with supplementary rules for the non-terminal symbol \( <\text{b}> \).

### 2.3 Grammatical Evolution Algorithm

This section provides an overview of the GE algorithm, as portrayed in Figure 2.4, as well as presenting a detailed description the genotype-phenotype mapping process.

The GE algorithm, an extension of a standard GA, operates much like any other EA, with one main difference - the genotype to phenotype mapping. In order to describe GE a number of definitions are first required.
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Figure 2.4: The component flow graph of the GE Algorithm.
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Definition 5 (Codon) A codon is the smallest unit of representation. Codons in GE are comprised of a number of bits, usually 8 or 32 bits. A GE codon bit sequence can be expressed as an integer value to be used with the GE mapping function.

Definition 6 (Chromosome) The GE chromosome used in this study is a string of integer values, or codons.

Integer chromosomes are used in this thesis as Hugosson et al. [94] show that the integer genotype representation holds an advantage over other binary representations in terms of the performance.

Definition 7 (Genotype) A genotype is the base encoding for an individual in the population. Variation operations such as mutation and crossover are applied to the genotype. A chromosome is used as the genotype for individuals in GE.

Definition 8 (Phenotype) The final representation of an individual, through which the individual’s fitness may be measured. In GE, the phenotype is a sentence from the language defined by the grammar. The phenotype is mapped from the genotype using the grammar.

Definition 9 (Derivation Tree) A derivation tree is a tree-based representation of the complete derivation of $S$ into a sentence from the language. That is to say, it is a tree-based representation of $S \Rightarrow$ phenotype. Derivation trees are used as an intermediate state of representation for individuals when mapping from genotype to phenotype. Rooted with $S$, the children of each non-terminal node in the tree represent a rewriting of that node by means of some production rule. The codons from the genotype direct the selection of production rules. A complete derivation tree results in terminal nodes only being present along the frontier of that tree (leaf nodes). These terminal symbols, when read from left to right combine to form a valid sentence from the language, the phenotype.
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Execution of the GE algorithm, as portrayed in Figure 2.4, proceeds as follows. An initial population of individuals is generated. The chromosomes of each individual are mapped to derivation trees. From the leaf nodes of these trees, the phenotype of each individual is extracted. These sentences are evaluated by a fitness function in order to ascertain the fitness of each individual. If a specified target fitness has been achieved by an individual then the algorithm halts. Otherwise, a selection mechanism, based on fitness, is used to select individuals to be modified by variation operations, creating a new population. This population is then mapped and evaluated in the following generation. The process continues until one of two termination criteria has been achieved, either that the target fitness is reached or a specified number of generations, or iterations of the algorithm, have occurred.

The genotype-phenotype mapping process is described in detail in the following section. The remaining components of the algorithm are described separately in Section 2.4.

2.3.1 Genotype-Phenotype Mapping

The genotype-phenotype mapping process in GE maps a chromosome to a syntactically correct sentence. This is a deterministic process, given a specific genotype, non-terminal symbols are expanded using codons by selecting production rules from the grammar, constructing a specific phenotype.

An example genotype to phenotype mapping is given below in Ex. 1. The grammar used for the following example, along with the chromosome and resulting derivation tree can be seen in Figure 2.2. The entire derivation sequence is given in Figure 2.5. Pseudo-code for the mapping can be seen in Algorithm 2.1.

**Example 1 (GE Mapping Example)** Mapping begins with the start symbol $S$ which is usually the first symbol declared in the grammar. In this case the start symbol is $<e>$. 
Algorithm 2.1 GE Derivation - Mapping from genotype to phenotype using a grammar, $G$, and a chromosome, $C$. A derivation tree is constructed by expanding non-terminal leaf nodes in a depth first manner. A $maxWraps$ parameter is used to restrict chromosomal wrapping. The phenotype is extracted from the leaf nodes of the completed tree.

Require: $G = \{N, \Sigma, P, S\}$ \{A CFG\}

Require: $C$ \{A chromosome\}

Require: $maxWraps$ \{The maximum number of wrapping operations\}

$wraps ← 0$

$tree.root ← S$

while $tree$.hasNTLeafNode and ($C$.size $> 0$ or $wraps ≤ maxWraps$) do

if $C$.size $= 0$ then

$C$.reset

$wraps ← wraps + 1$

node $← tree$.getDepthFirstNTLeaf

$lhs ← node$.getSymbol

$rules ← P$.getRules($lhs$)

$i ← 0$

if $rules$.size $> 1$ then

$i ← C$.removeFirst mod $rules$.size

for all $S_j$ in $rules$.get($i$).reverse do

$node$.addChildNode($S_j$)

end for

end if

$phenotype ← \epsilon$

for all $node_i$ in $tree$.getLeafNodes do

$phenotype ← phenotype + node_i$.getSymbol

end for

end if

end while

return $phenotype$
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The GE mapping procedure chooses a non-terminal symbol to expand, counts the number of production rules for that symbol, and if needed, reads a codon to select a production rule. If there is only one production rule, i.e., there is no choice, then a codon is not read, otherwise the following mapping function is used

\[
\text{codonvalue} \mod |\text{productions}| = \text{productionIndex}.
\]

In this case the symbol \(<e>\) has two production rules

\[
0 \quad 1
\]

\(<e> := <e><o><e> \mid <v>\)

The first codon, or integer value, is read from the chromosome, 12. The mapping function is used to choose a production rule, \(12 \mod 2 = 0\), therefore we chose the zero-th rule and \(<e>\) is expanded to \(<e><o><e>\).

This expansion forms a partial derivation tree with the start symbol as the root, attaching each of the symbols from the chosen rule as child nodes to this root (Figure 2.5b). The next symbol to expand is the first non-terminal leaf node encountered while traversing the derivation tree in a depth first manner. In this case, this is the left-most \(<e>\) in the tree. Again, \(<e>\) has two production rules, so a codon is read. The next codon has a value of 

\[
3 \quad 3 \mod 2 = 1,
\]

expanding this \(<e>\) to \(<v>\) and growing the tree further (Figure 2.5c).

The next symbol to expand is the newly added \(<v>\) which has two possible production rules

\[
0 \quad 1
\]

\(<v> := X \mid Y \).

The next codon is read and has a value of 7, \(7 \mod 2 = 1\), so the rule at index 1 is chosen: \(Y\) (Figure 2.5d). The next non-terminal node is chosen in order, \(<o>\), and the another codon is read to select a production rule from the grammar. The process continues
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until some termination criterion has been reached. The complete derivation sequence for this example is shown in Figure 2.5.

Mapping Termination

The mapping process continues until either there are no non-terminal leaf nodes remaining, or the end of the chromosome has been reached. If the former occurs then mapping has terminated successfully and the produced phenotype can be evaluated. Otherwise, if there are no codons remaining and the derivation tree has leaf nodes labelled with non-terminal symbols, then mapping has not terminated successfully and there are a number of ways to proceed.

The first approach is that codons may be reused in an attempt to complete mapping. Inspired by the gene-overlapping phenomenon that is observed in many organisms [10], wrapping the chromosome results in returning to the beginning of the genotype to begin reading the codons from left to right again. Wrapping has an interesting consequence in that the same codon can now influence the resulting phenotype in multiple ways, introducing additional functional dependencies within the chromosome. Wrapping has been shown to work on a number of problems [173].

The second approach, and perhaps the most trivial, is to mark the individual as invalid. If after a specified number of wrappings, or if wrapping is not in use, an individual has not completely mapped, it is then marked as an invalid individual and assigned a poor fitness. This decreases the probability that the individual will pass any information on to the next generation due to selection and replacement pressure. An important point about wrapping, recently presented in work by Nicolau et al. [157], is that wrapping alone does not guarantee that mapping will terminate. If, directly upon wrapping the chromosome, the non-terminal symbol being expanded has been expanded by this codon before, then the mapping process will cycle indefinitely.
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Figure 2.5: An example derivation sequence created from the grammar and chromosome in Figure 2.2. The sub-figures show the derivation tree at each stage of derivation. This results in the phenotype, Y * X, which is extracted from the leaf nodes of the complete derivation tree.
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Other approaches for dealing with non-mapping individuals include attempting to prevent invalids from being generated. Hemberg and O’Reilly [74], when generating HEML grammars for their Genr8 application, impose a depth limit, $\text{max\_depth}$, on the derivation trees, such that when $\text{max\_depth} - 1$ has been reached, production rules containing only terminal symbols may be used to complete the tree. This approach was originally used to prevent very large trees from being generated, however, it also prevents the trees from expanding indefinitely and generating invalids. Additionally, it is possible to repair invalid individuals. Paterson [184] achieves this by making use of default expansion rules. If mapping terminates due to there being an insufficient number of codons, then the application of the default expansion rules to the remaining non-terminal leaf nodes results in a complete derivation tree, and a feasible phenotype.

Mapping Variations

While standard GE genotype to phenotype mapping chooses which node to expand in a depth first manner, there is on-going study into variations of this method.

$\pi$GE  O’Neill et al. [162] proposed $\pi$GE [18, 54, 47, 52] which enables the expansion order to be evolved. A list of non-terminal leaf nodes is kept, and if there is a choice of non-terminal nodes to expand, then a codon from the chromosome is used to decide using the mapping function. $\pi$GE has been successfully applied to some problems [18, 54]. More recently Fagan et al. [48, 49] have expanded upon $\pi$GE, looking at many different expansion orders and how the order of expansion can affect the performance of GE. In addition, Nuez and Watt [161] have looked at embedding domain knowledge into the mapping algorithm itself. Working on a depth limited problem, the MAX problem, this depth limit is incorporated into the mapping preventing the limit being broken at the mapping level, generating only valid trees.
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**The Bucket Rule** Keijzer et al. [104] present an alternative to the standard GE mod-based mapping rule, the Bucket Rule. This rule addresses the linkage found between production rules of different non-terminal symbols when mapping using the same codon with the mod rule. The adoption of this rule was shown to be beneficial.

**Chorus** [198, 2] Chorus is a position independent encoding system for grammar-based EA. The system is based on the manner in which genes produce proteins that regulate the metabolic pathways of the cell. The phenotype is the behaviour of the cell’s metabolism, in this case, corresponding to the development of a computer program. In this procedure, the actual protein, or grammar rule, encoded by a gene is the same, regardless of the position of the gene within the genome. When mapping non-terminal symbols in a depth-first manner, a concentration, or count table is consulted for the relevant production rule with the highest concentration. That production rule is then used for the expansion in question, and the count at its index in the table is decremented. If a tie occurs, codons from the chromosome are read. Each codon, when read, is modded by the *total* number of production rules in the grammar and that index in the table is incremented, continuing until the tie is resolved.

**GAuGE** [153, 43] Genetic Algorithms using Grammatical Evolution is a position independent approach to evolving GA-type genotypes using a mapping rule similar to GE. Bit string genotypes, whose lengths are problem dependent, are converted into pairs of integers. The first integer value is used to chose a position in the output string by using the mod rule in conjunction with the number of positions in the output. The second codon is then used to assign a value at that position, also using the mod rule, this time with the maximum value allowed in the output string, i.e., $c \mod 2$ if the problem is binary in form.
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GE² [174] Grammatical Evolution by Grammatical Evolution is a diploid, meta-grammar approach. A meta-grammar is a grammar which generates grammars. The first chromosome is mapped by a meta-grammar producing a new grammar. This produced grammar is then used to map the second chromosome into the phenotype string. Meta-grammars are used in an effort to generate grammars which successfully restrict the phenotypic search space for each individual. Crossover operates on homologous chromosomes.

Grammar Variations and Examinations

In addition to the standard CFG, a number of grammar extensions, as well as different grammar types, have been used in conjunction with GE.

Adaptive logic programming grammars  Keijzer et al. [102] apply a GE approach to the derivation of non-deterministic logic programs for the Prolog programming language.

Attribute grammars  Cleary and O’Neill [34] enhance GE by means of attribute grammars. Attribute grammars allow GE to maintain some context-sensitive and semantic information. When applied to the Knapsack problem it is shown that attribute grammars provide an improvement over standard GE.

Christiansen grammars  Ortega et al. [182] make use of Christiansen grammars, an extension of attribute grammars where the first attribute of each symbol in the grammar contains a set of production rules applicable to that symbol. This set can be recomputed during derivation.

L-system grammars  Hemberg and O’Reilly [74] use CFGs to evolve L-System grammars as part of a architectural surface design tool, while Harper [65] implements a dynamic parameterised L-System using a novel grammar extension with GE.
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Automatically defined functions (ADFs) Harper and Blair [67, 68] introduce the ability to call ADFs in the phenotype by inserting new production rules in the grammar each time a function is defined during mapping. Separately, Hemberg et al. [72, 70] examine the use of the meta-grammar approach, GE$^2$. The meta-grammar is used to define a grammar of ADFs. A second chromosome is then mapped to a phenotype using this ADF grammar.

Module detection and grammar rewriting Swafford et al. [209] investigate different methods for detecting useful modules produced in GE derivation trees, and explores the potential of modifying the grammar to affect the bias of useful modules being utilised by the population [211, 210].

meta-Grammar GA [165] mGGA applies the GE$^2$ approach to GAs. mGGA utilises the meta-grammar approach to evolve modular grammars for the generation of binary string GA genotypes.

2.4 Search in GE

This section outlines the operations used by GE to perform search. While the search engine used by canonical GE can be described as a GA, the modular nature of GE, see Figure 2.6, allows this to be replaced by any other method of search. O’Neill and Brabazon [164, 178, 167], in their system Grammatical Swarm, use particle swarm optimisation in place of the standard GA for search in GE. In addition to this, O’Neill and Brabazon [166] apply differential evolutionary search (DE) to GE, in the form of Grammatical Differential Evolution (GDE). GDE makes use of DE’s real valued vector representation, and associated variation, or perturbation, operators. In order to be used with the GE mapping function, the values in each vector are rounded to the closest integer value and used as codons for
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This section goes on to describe the various components of the GE algorithm: population initialisation, selection, replacement, and variation operations.

2.4.1 Initialisation

The initial population can be generated using a number of different methods, the most straightforward of which is random initialisation. A chromosome length, \( l \), is specified and \( l \) random integers are drawn from a uniform distribution for each chromosome. While this ensures an ideal distribution of initial codon values, depending on whether the grammar is explosive\(^1\) and balanced\(^2\), the distribution of derivation tree sizes, and hence the distribution of phenotypes in the initial population can be skewed [63].

The most common method of initialisation in GE is a form of Ramped Half and Half used in GP [113], otherwise known as Sensible Initialisation [196]. Sensible initialisation provides a greater spread of derivation tree shapes and sizes. Minimum and maximum

\[^1\text{An explosive grammar is a grammar where, if there is a choice between non-terminal and terminal nodes to expand, a non-terminal node is more likely to be selected [63].}\]

\[^2\text{Harper [63] defines a GE grammar as being balanced if there is no non-terminal which is more likely than not to expand into multiples of the same non-terminal, and there is at least one non-terminal which will be reached in every parse of the grammar where the sum of the product of each of its production’s recursive expansion factor and probability of being selected sums to 100%.}\]
depths for initial derivation trees are specified, with the generated trees being evenly distributed within that range. A probability indicating the likelihood of using one method of tree generation over another, *full* or *grow*, is also provided. Beginning with the start symbol defined in the grammar, the full method initially chooses non-terminating production rules. These rules expand each branch of the derivation tree choosing expansions such that the maximum depth will not be exceeded. Similarly to full, the grow method chooses non-terminating production rules until an adequate depth has been reached. However, only a single branch must reach this depth. Once the depth has been reached, terminating production rules are chosen in a stochastic manner until the tree is complete. Chromosomes are generated retrospectively from the complete trees produced by these methods.

Other methods of initialisation include a variation of PTC2 [126] by Harper [63]. Harper highlights the importance of good initialisation and how bad initialisation can have a lasting effect. The modified PTC2 approach is a ramped method whereby non-terminal leaf nodes are chosen at random to be expanded. However, rather than the depth of the tree being limited, the number of non-terminal expansions is restricted. This gives a more even distribution of tree sizes and tree shapes than sensible initialisation.

Nicolau et al. [157] have also looked into including extra non-coding codons, otherwise known as artificial tails, at the end of sensibly initialised chromosomes (or indeed any method of initialisation where the chromosomes are generated retrospectively). Nicolau et al. show that these tails include terminating sequences, and by including the tails in the chromosomes, the probability that invalid individuals might be produced via variation operations is greatly reduced.

### 2.4.2 Selection

Selection is used to choose individuals from the current population. Variation operations are applied to these individuals in order to create new individuals. Two main selection...
mechanisms are used by GE, *fitness proportionate selection* and *tournament selection*.

In fitness proportionate selection, the probability of an individual being selected corresponds to the fitness of that individual in relation to the total fitness of other members of the population. The probability of an individual being selected, $p_i$, is calculated as

$$p_i = \frac{f_i}{\sum_{j=0}^{N} f_j}$$

where $f_j$ is the fitness of the $j$-th individual in the population and $N$ is the size of the population. This selection mechanism is also known as *roulette selection*, as the probability of selection for each individual can be considered as a proportionately sized slice of the roulette wheel. As the ball spins around the wheel, there is a greater chance of the ball coming to a rest on a larger slice than a smaller one, and hence, the individuals with larger slices have a greater chance of being selected.

Tournament selection [137] compares the fitness of $k$ individuals chosen in a stochastic manner, selecting the individual with the best fitness. This individual will be applied to variation operations and will pass along some of its information to the next generation. By modifying the value of $k$ in relation to the population size, the level of selection pressure can be varied. Low values of $k$ result in a low probability that any specific individual, e.g., very fit individuals, will end up in a tournament, lowering the selection pressure. As $\lim_{k \to N}$, where $N$ is the population size, the probability increases that individuals with better fitness values will contend in each tournament, and as such, the selection pressure increases.

### 2.4.3 Replacement

Replacement is the mechanism which dictates the number of new individuals generated by means of variation operations, as well as which individuals, those in the current population
as well as newly generated individuals, will be passed on to the next generation, or iteration of the algorithm. Two different approaches to replacement are used in GE, *generational* and *steady-state* [197].

The generational replacement mechanism replaces one population with another. $N$ new individuals are generated from the current population using variation operations and are then used to replace that population. If *elitism* is being used, preserving the most fit individuals from one generation to the next, then $n$ elites are copied from the current population before being replaced. The worst $n$ individuals from the newly generated population are then removed, merging the preserved elites into the new population in their place.

Steady-state on the other hand, does not generate an entirely new population, but rather generates only $n$ new individuals. Traditionally, $n$ is quite low, with one or two new individuals being introduced into the population each iteration. While steady-state uses much less memory than generational replacement, it is more susceptible to premature convergence when using low values for $n$. Individuals have the opportunity to survive for many iterations as very few replacements occur, and as such, this can cause the population to converge towards its most fit members. Luke [127] discusses different approaches to address this problem such as randomly selecting individuals to be replaced rather than selecting the least fit individuals. This method is also known as *generation gap* replacement when large values of $n$ are used. When $n = N$ then steady-state behaves the same as generational.

Another function performed by replacement in GE is to deal with the issue of *invalid* or non-mapping individuals in the population. Invalid individuals cannot be evaluated, and as such are given a default bad fitness value. Depending on the selection mechanism in use, if there is insufficient selection pressure, then invalid individuals can survive and be passed on to the next generation. Having invalid individuals in the population hinders
the ability of the algorithm to search. To this end, replacement strategies are used to reclaim the invalid parts of the population. Invalid individuals may either be

\( a \) repaired by adding genetic material to the end of the chromosome in an effort to allow mapping to complete; \( b \) repaired by using default expansion rules to complete the derivation tree, as was discussed in Section 2.3.1; \( c \) or replaced by removing the invalid individuals from the population and replacing them either with one of their parent individuals or a new randomly initialised individual generated using the initialisation method.

### 2.4.4 Variation Operations

Variation operations are applied to existing genotypes in order to create new individuals, further exploring the search space. The variation operations commonly used with GE are similar to those used with GAs. However, there is a directional dependence inherent to GE’s genotype-phenotype mapping, i.e., the function of a codon during mapping is dependent upon all of the codons previously read in that chromosome. As a result of this, modifications to a genotype can have a *ripple effect* on its corresponding phenotype [173, 103], i.e., while the mapping process from the beginning of the chromosome up to the mutated codon remains unchanged, mapping from that codon forward is affected. As a result of this dependence, ripple effects which occur due to modifications closer to the beginning of the chromosome are more destructive, affecting a greater proportion of the derivation tree, and hence, the phenotype. The two variation operations commonly used in GE are described below.

**Crossover**

Single point crossover [177], similar to GAs, exchanges sections of chromosome between two parents. A point along each parent chromosome is chosen and all codons from those points to the ends of their respective chromosomes are exchanged with the other parent.
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This produces two new individuals each composed of one part from each parent. This can be seen in Figure 2.7.

A useful extension to crossover operators is to limit the selection of crossover points to the region of the chromosome which encodes the phenotype. This limits neutral crossover, whereby crossover occurs in the non-phenotype encoding region of the chromosome.

A number of different crossover operations have also been used with GE. One extension of standard single point crossover uses a fixed point along both chromosomes. This can be useful if a fixed length representation is required. Harper and Blair [66] provide an overview of a number of existing crossover operations used by GE as well as introducing some new methods, including a structural preserving crossover operator. A two point crossover is proposed, which chooses initial points on each parent such that the selected codons expand the same non-terminal symbol. Another point is selected along each chromosome in the region following the initial points ensuring that only the codons required to fully expand those non-terminals are exchanged. This prevents any ripple effect from occurring. This method can be thought of as form sub-derivation tree crossover and was shown to provide substantial benefits over all other operators included in the study [66].
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Nicolau and Dempsey [152] take a different approach, by extending the CFGs used, they allow the specification of crossover sites as non-terminal symbols within the grammar. When mapping, the index along the chromosome of the codons which are used to “expand” these crossover site symbols are saved within the genotype. It is at these codons only that crossover may occur. If an individual has no crossover sites saved in the genotype then it can not be used for crossover. This method is useful when crossover is only desired at specific locations within the phenotype. This approach has since been extended by [151] to allow two point crossover to occur between two crossover sites. Similar to the sub-derivation tree crossover by Harper and Blair [66], eliminating any ripple effect, but only allowing crossover to occur between user specified sub-trees.

**Mutation**

Mutation operators in GE are similar to those of GAs. The most commonly used operators are known as bit-flip, or integer-flip mutation, depending on the genotype representation being used. When using these operators, the value of each codon in a chromosome can be modified based upon a uniform probability distribution. The probability of a mutation event occurring to a single codon is a user-defined parameter. If a mutation occurs, a replacement integer value is drawn from a uniform distribution. An example of a mutation event affecting the generated phenotype is given in Figure 2.8.
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(a) Mutation event where the mutated codon encodes a single terminal node. As the non-terminal nodes in the tree are unaffected no ripple effect is observed. The new phenotype is: Y + X.

(b) Mutation event where the entire tree is dependent on the selected codon. This causes a ripple effect in the tree, as all codons following the mutated codon are effected and a different tree is derived. This highlights the high linear dependence can be inherent to GE chromosomes. The new phenotype is, Y.

Figure 2.8: Examples of the effect of single integer-flip mutation events on the GE mapping process. Multiple integer-flip events can occur each time that the operation is applied to a chromosome. The unmodified chromosomes and derivation trees on the left are mutated, resulting in the chromosomes and derivation trees on the right. The derivation nodes dependent upon the selected codons are highlighted pre and post mutation.
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While the operations themselves are similar to those used with GAs, as the genotype is only one part of the representation, the effect of these operations can be different. Rothlauf and Oetzel [195] investigate the property of locality in the context of bit-flip mutation in GE. Locality is defined as the relationship between the magnitude of change to a genotype and the magnitude of the resulting change to the phenotype. High locality indicates that a small change in one, reflects a small change in the other, and is believed to be a useful property for local search around individuals of high fitness. Whereas low locality indicates that a small change in the genotype can result in a large change in the phenotype. While low locality is not useful for performing guided local search, it is useful for escaping from local optima, a property which Rothlauf and Oetzel show exists with mutation on the GE representation. It is shown that, often, neighbouring genotypes do not map to neighbouring phenotypes, making local search about individuals of high fitness difficult. It is revealed that this lower locality retards performance and that GE could benefit from mutation operations, or a modified representation, with higher locality.

Byrne et al. [30, 28] discover that the behaviour of integer-flip mutation in GE could be classified into two major behaviours. In order to test the contribution of each sub-behaviour, integer-flip mutation is decomposed into two independent mutation operations, nodal mutation and structural mutation. Nodal mutations affect codons which map to terminal symbols only, i.e., the leaf nodes of the derivation tree. Whereas structural mutation applies to those codons which map to non-terminal symbols, or internal nodes. These operations, when tested against standard integer mutation and sub-derivation tree mutation, display contradictory behaviours. Nodal is exploitative, refining existing derivation tree structures, with structural being more exploratory, creating variations of existing derivation trees.

Byrne et al. [32, 29] go on to examine the applicability of these mutation operations for use in user directed search in evolutionary design. In particular in the context of
locality. Mutations with low locality, such as structural mutation, allow users to jump between designs of varying aesthetics, whereas high locality mutations enable users to refine designs which interest them.

Additionally, *plus minus mutation* is introduced by Hugosson et al. [94] in their examination of mutation and representations in GE. Plus minus mutation increments or decrements the current integer value of a codon by one, rather than replacing the codon with a randomly drawn value. This operator eliminates most forms of neutral mutation. Mutations which modify the phenotype while not affecting fitness are still possible. Hugosson et al. compare plus minus mutation with bit-flip and integer-flip mutation.

More recently, Fagan et al. [50, 51], inspired by how E.Coli bacteria behave when entering a new environment, explore the use of adaptive mutation rates with GE. A fitness reactive mutation operator is introduced, varying the mutation rate across generations. This operator uses a moving window to observe the best fitness in the population across generations. If a plateau in best fitness is detected, i.e., no change in fitness across the window, then it is suggested that the population has happened upon a local optima, and as such, the operator increases the mutation rate in an attempt to counteract any possible premature convergence, encouraging the population to explore further afield from this optima. It is shown that this fitness reactive mutation operator is a good replacement for standard mutation, as it performs as well as standard mutation with a parameter sweep to detect the optimal rate mutation.

2.5 Applications and Implementations

The use of a user defined grammar has allowed GE to be easily applied to many different problem domains. This section outlines a number of these domains. In addition, a list of GE implementations in various programming languages is also provided in Table 2.1.
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Table 2.1: Implementations of GE in various programming languages. A more complete list of implementations is available at http://www.grammatical-evolution.org.

<table>
<thead>
<tr>
<th>Name</th>
<th>Language</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGE - GE in C</td>
<td>C</td>
<td><a href="https://github.com/eoinomurchu/CGE">https://github.com/eoinomurchu/CGE</a></td>
</tr>
<tr>
<td>DRP - GE/GP hybrid framework</td>
<td>Ruby</td>
<td><a href="http://drp.rubyforge.org">http://drp.rubyforge.org</a></td>
</tr>
<tr>
<td>GERET - GE exploratory tool</td>
<td>Ruby</td>
<td><a href="http://geret.org">http://geret.org</a></td>
</tr>
</tbody>
</table>

In general, while studying some aspect of the algorithm, GE is applied to various classes of benchmark problems, e.g., symbolic and Boolean regression, classification and path finding problems [173]. GE has, however, also been applied to solving many other more practical problems, such as the discovery of caching algorithms [170, 171], generating test cases to aid in the validation of plagiarism detection systems [33], evolving digital circuits [37], mobile and ad hoc network intrusion detection [201, 218], and evolving weights and topologies of artificial neural networks [44] to name a few. GE has also been used to both improve the performance and optimise the energy usage of femtocell transmitters in corporate office environments [73].

A major field of problems to which GE has been applied is that of computational finance, including financial analysis and trading, with a number of books having been written on the topic [42, 19, 14]. From early on GE has been applied to problems such as the evolution of trading rules for different kinds of markets, including index [40] and foreign-exchange markets [23], amongst others [176, 24, 25]. Other problems include stock selection [131], efficient trading strategies [35, 36, 41], time-series prediction [22] and bond credit rating classification [17, 18, 20]. In addition, Brabazon and O’Neill have also applied GE to the analysis and detection of bankruptcy and corporate failure [21, 15, 16], while McGarraghy and Phelan [130, 188] address the problem of developing ordering policies which minimise
Another field to which GE has been applied is bioinformatics. O’Neill et al. [179] applied GE to the task of recognising eukaryotic promoters, helping in the identification of genes. While Georgoulas et al. [56] made use of GE to classify foetal heart rates in an effort to improve the performance of electronic foetal monitoring, a method of detecting abnormal fetuses. GE has also been used by Motsinger et al. [138] to evolve neural networks for feature selection in genetic epidemiology to help in the prediction of complex diseases. More recently, Nicolau et al. [159] used GE to generate interpolating models for Net Ecosystem Exchange of carbon dioxide between the atmosphere and biosphere. Such data is often incomplete but is important in order to estimate annual carbon budgets.

Additional work has been done in the field of control algorithms, or agent control. An early application of GE was to the automatic programming of robots [183, 175], work that has continued more recently by Burbidge et al. [26]. Further to robots, work has been done on the generation of behaviours for artificial agents, e.g., Cui et al. [35, 36] use GE to evolve behaviours for agents in a simulated stock market. A broad area of work on artificial agents is that of the generation of behaviours for non-player characters in computer games. Galvan-Lopez et al. [55] evolve controllers for the Mrs. Pacman game and Harper [64] pitches evolved Robocode tank controllers against each other using a novel spatial co-evolution layered approach, obtaining comparable performance to human-coded controllers. Perez et al. [187, 186] take a different approach and evolve behaviour trees, in conjunction with the A* path-finding algorithm, to guide Mario through a variety of levels. This approach was found to be competitive with human-coded controllers using hard AI methods.

Moreover, the application of GE to design has been popular. O’Neill et al. [181] explore the use of shape grammars with GE for the generation of shelter designs. McDermott et al. [129] introduce a new kind of grammar specifically suited for the automatic generation
of designs and compare this new grammar with shape grammars for a number of design tasks. Byrne [27] makes use of this grammar as part of an interactive evolution design tool for generating different structures, including the generation of structurally analysed, industry compliant, electricity pylon designs, as well as, bridge designs [32, 31]. GE has also been use as part of a surface design tool for architects, producing surfaces with an organic quality [74].

In terms of art, GE has been successfully used to evolve logos [168, 151], as well as the generation of 3D gait optimisation for horse model animation [145].

GE has also been applied to both the automatic and interactive generation of music. Reddin et al. [191] use GE for the automatic generation of short musical compositions, while Shao et al. [203] present a novel system for interactive generative music. Additionally, McDermott et al. [128] propose new user interface techniques to address limitations of interactive EC in the domain of sound synthesis, including slow evaluation, user fatigue, and the requirement for small populations.

2.6 Summary

This chapter describes the standard form of the GE algorithm. CFGs are formally defined and the mapping process from genotype to phenotype is outlined, with an example mapping provided. Population initialisation is described next, followed by selection and replacement mechanisms, and variation operations. A table of available implementations of the algorithm is provided and the chapter concludes by outlining some of the diverse problem domains that GE has been successfully applied to. This thesis extends the GE algorithm to make use of TAGs. The following chapter proceeds with a description of TAGs and a comprehensive survey of their use in EC. Subsequent to this, a discussion on developmental EC is provided.
Chapter 3

Tree-Adjoining Grammars

The purpose of this chapter is to provide an outline of TAGs and their use in the field of EAs. TAGs, which are described in detail in Section 3.1, have been used previously in GP in the form of TAG3P by Hoai and McKay [86] and later TAG3P+ [82, 78]. They have also been used for incremental and developmental evaluation [91, 87] and ant colony optimisation [1]. This thesis, however, presents a novel approach of combining TAGs with the GE algorithm, including its linear chromosome and genotype-phenotype mapping rule.

In preparation, this chapter proceeds with a definition of TAGs and discussion of some of the properties of TAGs in Section 3.1. This is followed by a review of the use of TAGs in EC in Section 3.2.

3.1 Tree-Adjoining Grammars

TAGs, a tree generating system previously known as tree-adjunct grammars, were first introduced by Joshi et al. [97]. TAGs were originally used in the field of Natural Language Processing and Linguistics with much success [114, 96]. More recently, however, TAGs have been applied to the field of EC [78, 85, 1]. A recent review of TAGs is provided by Joshi and Schabes [99], while a comprehensive review of TAG literature, in particular in the context of TAGs for GP, is given by Hoai [78].
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A TAG is a grammar of trees. A tree, in this context, is a structural description of a sentence. A TAG is, therefore, a grammar of structural descriptions. There are two types of trees in a TAG: initial trees, also known as $\alpha$ or center trees, which are complete elementary structured sentences; and auxiliary trees, otherwise known as $\beta$ or adjunct trees, which are used to modify structured sentences.

It is this property in part, of using structured objects as the elementary components of the grammar, that makes TAGs both interesting and powerful. By relating with the structural description of sentences, TAGs can manipulate sentences from one form to another more easily than other formalisms which relate directly with the set of strings. This enables TAGs to capture the linguistic property that complex sentences can be viewed as being composed of more simple sentences, which have been subjected to appropriate deformations [97].

This linguistic property is evident in TAGs as each intermediate step of derivation proceeds from one complete structured sentence to another complete structured sentence by means of a composition operation. This property has been coined “feasibility” by Hoai et al. [82]. For example, the sentence, “The fox jumps over the dog”, becomes “The quick brown fox jumps over the lazy dog”, simply by adding three nodes to the frontier of the TAG derivation tree, see Figure 3.1. Whereas such a change would require the rewriting of the existing derivation sequence when using another formalism such as CFGs. Putting it simply, TAGs exhibit a much smaller edit distance between structurally similar sentences than CFGs. Moreover, from a generative perspective for use with GE, TAG feasibility ensures that all intermediate steps during genotype-phenotype mapping are complete valid sentences that can be executed and evaluated.

The following subsections give a formal definition of TAGs, outline TAG derivation trees, and describe some interesting properties of the TAG formalism.
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![Figure 3.1: An example deformation of a TAG derived tree for the fox example. A dotted edge indicates an adjunction operation at the indicated node. The sub-trees at that node will be attached to the foot node of relevant auxiliary tree. Foot nodes are marked by *.

3.1.1 Definition of TAGs

This section provides a definition of TAGs, as well as a description of the composition operations used to construct TAG derivation trees.

**Definition 10 (Tree-Adjoining Grammar)** A TAG $G$ is defined by a quintuple

$$G = (N, \Sigma, I, A, S)$$

where:

- $N$ is a finite non-empty set of non-terminal symbols;
- $\Sigma$ is a finite non-empty set of terminal symbols: $\Sigma \cap N = \emptyset$;
- $S$ is the start symbol: $S \in N$;
- $I$ is a finite non-empty set of finite trees. The trees in $I$ are known as initial trees (or $\alpha$ trees). An initial tree has the following properties:
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- the root node of the tree is labelled with $S$;
- the interior nodes are labelled with non-terminal symbols;
- the leaf nodes, or the nodes along the frontier are labelled with terminal symbols;

An initial tree represents a minimal non-recursive structured sentence or derivation tree produced by the grammar, i.e., it contains no recursive non-terminal symbols [114].

- $A$ is a finite set of finite trees. The trees in $A$ are called auxiliary trees (or $\beta$ trees).

An auxiliary tree has the following properties:

- the interior nodes are labelled with non-terminal symbols;
- the leaf nodes, or the nodes along the frontier are all labelled with terminal symbols apart from one node. This node, known as the foot node, is labelled with the same non-terminal symbol as the root node. The convention outlined in [99] is followed and foot nodes are marked with an asterisk (*).

An auxiliary tree of type $X$ represents a minimal recursive structure which allows recursion upon the non-terminal $X$ during derivation [114].

The set of initial trees and the set of auxiliary trees together form the set of elementary trees, $E$, where $I \cap A = \emptyset$ and $I \cup A = E$.

Composition Operations

In TAGs, composition operations are used to modify existing structured sentences (trees), creating derived trees. In the original definition of TAGs [97], a single composition operation, adjunction, is used. Later, Schabes and Joshi [199, 98] include a second composition operation, substitution. The TAG formalism remains as powerful, regardless of whether
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Figure 3.2: Composition operation: Adjunction. \( \beta_7 \) is adjoined to \( \alpha_0 \) at \( \alpha_0 \)'s root node, or address 0. The resulting derivation and derived trees are shown.

substitution is included or not, i.e., it produces the same set of strings and structures. However, the inclusion of substitution allows for a more compact formalism [99]. While this thesis makes exclusive use of the adjunction operation, see Section 5.1, both composition operations are described here for the purpose of completeness.

**Adjunction** The adjunction operation takes an initial or derived tree \( a \), creating a new derived tree, \( d \). This is accomplished by combining \( a \) with an auxiliary tree, \( b \). A sub-tree, \( c \), is selected from \( a \). The type of the sub-tree (the symbol labelling the root of \( c \)), \( X \), is used to select an auxiliary tree, \( b \), of the same type. \( c \) is removed temporarily from \( a \). \( b \) is then attached to \( a \) as a sub-tree in place of \( c \). Finally, \( c \) is attached to \( b \) by replacing \( c \)'s root with \( b \)'s foot node. This operation is depicted in Figure 3.2.

**Substitution** In order to make use of the substitution operation, Definition 10 must be altered. The trees in \( I \) are no longer restricted to being the same type as \( S \), and the trees in \( A \) no longer require all leaf nodes to be labelled with symbols from \( T \). Leaf nodes in \( A \) may be labelled with symbols from \( N \), if a tree exists in \( I \) of that type. These nodes are marked for substitution with a ↓. The new initial trees may then be
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substituted in place of non-terminal substitution leaf nodes, completing the tree.

3.1.2 TAG Derivation Trees

Unlike CFGs, TAG derivation trees and derived trees are distinctly different objects. The TAG derivation tree is an object tree, where each derivation node is labelled with an elementary tree, and each edge between derivation nodes declares the application of a composition operation. It is with the application of these composition operations that the TAG derived tree is constructed. Whereas the derivation tree is labelled with elementary trees, nodes in the derived tree are labelled with symbols, non-terminal symbols on the interior nodes, and terminal symbols along the frontier. The TAG derived tree is analogous with the CFG derivation tree.

While the general definition of a TAG derivation trees presented above is agreed upon, a number of variations exist. The derivation tree definition used by this thesis is that presented by Weir [214], and given in Hoai [78], whereby each of the edges between derivation nodes indicates an adjunction operation. Each node is labelled with a unique integer for that parent which represents a node index when traversing the elementary tree labelling the parent node. While Weir makes use of a pre-order traversal, this thesis utilises breadth-first traversal. Each integer is unique to that parent, i.e., adjunction may only be performed once at each adjoinable node. Therefore, a derivation node may have as many child nodes as there are adjoinable addresses in the elementary tree labelling that node. An adjoinable node is any node in an elementary tree which has not been adjoined to and is labelled with a symbol which is also the label of the root node of an auxiliary tree in \( A \), the set of auxiliary trees. This property was coined the non-fixed arity property by Hoai [78]. As these derivation nodes are of a non-fixed arity, nodes may be added or removed without affecting the completeness of the derivation tree (and that of the derived tree). A basic example of a derivation tree is given in Figure 3.2, with further examples given in a later
3.1. TREE-ADJOINING GRAMMARS

Variations on this definition exist, Schabes and Shieber [200] redefine the TAG derivation tree by allowing multiple adjunctions at the same adjoinable address, enabling trees of unbounded arity. Joshi and Schabes [98] modify the definition by Weir, enabling the use of substitution. However, the use of substitution in the derivation tree presents a problem, the non-fixed arity property is lost as elementary trees have a fixed number of nodes which require a substitution operation in order to consider the entire tree complete. When using substitution with TAGs the property of feasibility cannot be easily guaranteed as the composition operation are no longer operating on complete structured sentences. Hoai et al. [82, 78] address this problem by regarding substitution as an in-node operation, attaching a list of initial trees (called lexemes) to each derivation node. These lexemes are used for substitution at the nodes that are labelled for substitution (called lexicons) in the elementary trees labelling each derivation node. This approach retains the non-fixed arity and feasibility properties, while enabling a more compact formalism by making use of substitution.

3.1.3 Some Properties of TAGs

TAGs are more powerful than CFGs [96] which are commonly used in standard GE. The set of languages produced by TAGs, Tree-Adjoining Languages, is a super-set of Context-Free Languages (CFLs), those produced by CFGs [96]. It has been shown that for every CFG there is a TAG that is both weakly and strongly equivalent to it [96]. A grammar is weakly equivalent to another if it can produce the same language, or string set, as the other. Whereas a grammar is strongly equivalent only if it is both weakly equivalent, and can also represent each of the strings in the language using the same structures as the other, i.e., derivation trees. However, unlike CFGs, TAGs can also generate some context-sensitive
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languages [96, 99]. As such, there are also TAGs for which there are CFGs only capable of being weakly equivalent, as well as TAGs for which there are no weakly equivalent CFGs. While TAGs can generate more than CFLs, generating some context-sensitive languages, this extra power is limited and TAGs cannot generate all context-sensitive languages.

Despite this extra generative power being advantageous when using TAGs in the context of string generation and search, as is done with GBGP, other properties of TAG may also be helpful. The properties of feasibility and non-fixed arity ensure that both TAG derivation and derived trees are complete at every stage of derivation, having interesting repercussions for GBGP such as allowing evaluation of sentences at any stage of derivation (incremental evaluation) and the elimination of incomplete trees, and hence sentences, from population to name a couple. The following section outlines an algorithm for transforming existing CFGs into TAGs.

3.1.4 CFG-TAG Transformation

A lexicalised TAG (LTAG) is a special instance of a TAG. A lexicalised grammar has two defining properties:

- the grammar consists of a finite set of structures, each structure with at least one terminal symbol, known as the anchor;
- it has at least one operation for composing these structures together.

The TAGs referenced to in the continuation of this thesis are LTAGs, as all leaf nodes of the elementary trees, with the exception of foot nodes, are labelled with terminal symbols. The terms TAG and LTAG will be synonymous throughout and will both refer to lexicalised TAGs.
3.1. TREE-ADJOINING GRAMMARS

Joshi and Schabes [99] state that for a "finitely ambiguous CFG which does not generate the empty string, there is a lexicalised TAG generating the same language and tree set as that CFG". Joshi and Schabes also provided an algorithm for generating such a TAG. This algorithm, presented in Algorithm 3.1, as well as being outlined below, allows existing CFGs used by GE to be transformed into TAGs. It also enables TAGs to be created by designing new CFGs. This is beneficial as CFGs can be more trivially designed by hand. Figure 3.3 provides an example of a TAG produced by this algorithm.

The algorithm proceeds as follows. Given a finitely ambiguous CFG,

\[ G = \{N, \Sigma, P, S\} \]

where \( N \) is the set of non-terminal symbols, \( \Sigma \) is the set of terminal symbols, \( P \) is the set of production rules, and \( S \) is the start symbol:

1. Construct a directed graph, \( g \), from \( G \). The nodes of \( g \) are labelled with symbols from \( N \) and the edges of \( g \) are labelled with the productions from \( P \) which map between them;

2. Find the set of minimal cycles, \( c \), in \( g \) such that they contain no other cycles within them;

3. The productions in \( P \) are then divided into two separate sets, \( R \) is the set of recursive productions, and \( NR \) is the set of non-recursive productions in the grammar. A production is recursive if it is part of a cycle, \( c_i \);

4. Using \( S \) as the root node, create the set of all possible derivation trees using only the productions in \( NR \). This is the set of initial trees, \( I \);

\[ ^1 \text{A grammar is said to be} \ \text{finitely ambiguous} \ \text{if all finite length sentences produced by that grammar cannot be analysed in an infinite number of ways.} \]
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5. Create $A$, the set of auxiliary tree, as an empty set. $A = \emptyset$;

6. For each node $n_j$, in each of the cycles $c_i$, if there is a tree in $I \cup A$ that contains a node which has the same label as $n_j$, then create the set of all possible derivation trees using only the productions in $NR$ and the current cycle where the $n_j$ is the root node and the foot node is the node with the same label as $n_j$. Add this set of trees to $A$;

7. This continues until all cycles have been processed.

The resulting TAG is both weakly and strongly equivalent to the source CFGs. That is to say, the TAG can produce the same language and the same tree set as the source CFG. Algorithm 3.1 provides a concise summary of this algorithm, with an example of a TAG produced by the algorithm can be seen in Figure 3.3. This TAG was generated from the CFG shown in Figure 2.2. The following section outlines how TAGs have been applied to date in the field of EC, with a particular focus on the field of GBGP.

**Algorithm 3.1** Generating a TAG from a CFG.

**Require:** $G = \{N, T, P, S\}$ {A CFG}

$g \leftarrow$ createDiGraph($G$)
$c \leftarrow$ findBaseCycles($g$)
$R \leftarrow$ getRecursiveProductions($P, g$)
$NR \leftarrow P - R;
I \leftarrow$ generateTreesByExpansionEnumeration($S, NR$)
$A \leftarrow \emptyset$

**for all** $c_i$ **in** $c$ **do**

**for all** $n_j$ **in** $c_i$ **do**

$E \leftarrow I \cup A$

if a tree in $E$ has a node labelled the same as $n_j$ then

$A \leftarrow A \cup$ generateTreesByExpansionEnumeration($n_j, c_i, NR$)
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(a) $\alpha_0$

(b) $\alpha_1$

(c) $\beta_0$

(d) $\beta_1$

(e) $\beta_2$

(f) $\beta_3$

(g) $\beta_4$

(h) $\beta_5$

(i) $\beta_6$

(j) $\beta_7$

(k) $\beta_8$

(l) $\beta_9$

(m) $\beta_{10}$

(n) $\beta_{11}$

Figure 3.3: The set of initial trees, $I = \{\alpha_0, \alpha_1\}$, and the set of auxiliary trees, $A = \{\beta_0, \beta_1, \ldots, \beta_{11}\}$, generated by the transformation of the CFG shown in Figure 2.2 into a TAG using Algorithm 3.1.
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3.2 Related Research

TAGs, which have their basis in the fields of NLP and linguistics, have also been made use of in the field of EC. Much work has been done by Hoai [78], amongst others, in incorporating TAGs with GP. A number of different frameworks using TAG based representations for GP having been proposed [86, 82, 91]. This section gives an overview of these frameworks and those studies, amongst others, which have been performed using each of the frameworks as the underlying method.

3.2.1 Linear TAG

Originally, Tree Adjoining Grammar Guided Genetic Programming (TAG3P) [86], a framework for grammar guided genetic programming using TAGs was introduced. TAG3P makes use of a linear genotype, beginning with an initial tree, followed by a series of auxiliary tree-adjoinable address pairs. No substitution operation is used with TAG3P. The adjunction operations defined in the genotype are applied from right to left, producing a TAG derived tree with the phenotype along the frontier. Operators, which are applied to the linear genotype, are restricted to ensure legal genotypes are produced.

TAG3P has been applied to many problems including symbolic regression problems of increasing complexity [75, 77, 147], as well as being used to discover alternate representations of trigonometric identities [76, 149]. In both cases TAG3P is compared against standard GP [113] and CFG-GP by Whigham [215] (CFG-GP is referred to as GGGP by Hoai [75]). For the symbolic regression problems, it is shown that TAG3P performs better, in particular on problems with target functions of increasing structural complexity. Whereas when being used to find trigonometric identities, TAG3P appears to find and make use of useful building blocks or groups of auxiliary trees while constructing approximate solutions to the identities. Further work is successfully completed in an attempt to
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Evolve exact solutions to these identities by making use of local adjunction constraints, i.e., selective, obligatory and null adjunction [114], in order to bias the search. Hoai et al. [81] provides a summary of these results.

In addition, Nguyen et al. [148] goes on to investigate how TAG3P performs on the Boolean even-n parity class of problems. The motivation being that the use of building blocks by TAG3P seen previously would be advantageous. TAG3P is compared against GP and CFG-GP on even three, four and five parity problems. In this case, TAG3P performs worse on all three problems, failing to solve even four and even five. Nguyen et al. posit that the search space is not suitable for the promotion of building blocks and that as the size of the problem increases, much larger solutions are required which TAG3P is not able to create.

More recently, Kim et al. [107] has investigated operator self-adaptation in the context of TAG3P. Comparing a number of different methods for setting operator application rates and rewards policies for those approaches, it is shown that TAG3P benefits from operator rate adaptation.

3.2.2 Ant Colony Optimisation TAG

Subsequent to the introduction of TAG3P, the approach is extended in the form of AntTAG [1]. AntTAG, an ant colony optimisation algorithm, makes use a modified form of the TAG3P representation. Whereas TAG3P uses a population based approach of linear TAG genotypes, AntTAG utilises a pheromone table representation which is used to generate linear TAG genotypes. A pheromone table is a transition table, which lists the probabilities of any one elementary tree being adjoined to another at a specific addresses. A solution is constructed by iteratively transitioning through this table, defining a sequence of adjunction operations from one elementary tree to another. This continues until a special termination symbol is found, at which point a linear TAG genome has been constructed.
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and evaluation can proceed as in TAG3P. Single point crossover is used on the produced linear genotypes and if fitter individuals are created then the pheromone table is updated to reflect this. Due to TAG feasibility, valid individuals are always produced.

AntTAG is initially benchmarked on the quartic polynomial symbolic regression problem, with much success. Following this, work by Shan et al. [202] expands upon the approach, identifying potential reasons for AntTAG’s previous success and redesigning the pheromone update rules to improve performance. In addition, a further modified pheromone update rule is applied to two more complicated symbolic regression problems. AntTAG also proves successful on these problems, outperforming TAG3P.

3.2.3 Tree-based TAG

The TAG3P framework is later modified in the form of TAG3P+ [82]. Rather than the linear genotype used by TAG3P, this new representation makes use of a TAG derivation tree based genotype, which supports substitution as an in-node operation, see Section 3.1.2. The operations used are tree based, including sub-tree crossover and mutation. The inclusion of substitution allows for a much more compact representation and the non-fixed arity of the derivation nodes in the genotype open up many opportunities for new types of operators. Initial studies investigate the effect of bias on the six multiplexer problem. Preferential, structural and lexical bias are implemented by changing adjunction and substitution probabilities (user defined). Initial unsuccessful results help discover that sub-tree crossover limits the effect of the imposed biases, and that by modifying crossover to preserve these biases and the distribution of lexemes and auxiliary trees, a statistically significant improvement is observed.

This framework is later adopted by Wang et al. [212] for story plot generation. Story skeletons, uninstantiated plots, are encoded in TAG derivation trees and evolved using an interactive fitness function.
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Initialisation

Following this, Hao et al. [61] makes use of a component of the TAG3P+ framework to highlight the importance of the structure of initial populations in CFG-GP. Using CFG-GP [215], two methods of initialisation are compared, the TAG3P+ initialisation method, which allows for a uniform distribution of initial tree sizes, transforming the initial derivation trees into derived trees which are equivalent to CFG-GP derivation trees, and the ramped random initialisation method used by CFG-GP. Hao et al. [61] found that populations initialised using the TAG3P+ method far outperformed those created using the CFG-GP method.

Hoai et al. [83] continue with this examination of initialisation. TAG3P+ is compared to GP with both representations making use of populations initialised by the TAG3P+ initialisation method, as well as comparing against GP initialised by the popular ramped half and half method [113]. The study makes use of the evolutionary multi-objective optimisation algorithm SPEA2 [223], optimising for fitness and phenotype size on two problems, the quartic symbolic regression and the six multiplexer problems. It is found that TAG3P+ outperforms GP with both commonly and independently initialised populations. TAG3P+ populations are observed to converge faster towards optimally size individuals, resulting in more search occurring around the optimal size rather than in space of larger individuals like GP. Hoai et al. [83] state that, while the TAG representation used gives some advantages, bounds on search spaces in the previous studies contribute largely towards TAG3P+’s improved performance when compared with GP.

Operators

As a result of the non-fixed arity property of the derivation tree representation used, a number of different operators have been explored which affect the search in different ways. The effects of three operators are investigated: node insertion and its reciprocal
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node deletion [80], sub-tree relocation [150], and sub-tree duplication with its reciprocal operator, truncation [84]. All three operator sets are examined as local search operators for use with a hybridised evolutionary and local search algorithm, whereas node insertion and deletion, and duplication and truncation are also examined for use as mutation operators in the TAG3P+ framework.

The insertion and deletion operators, which insert or remove nodes from the frontier of derivation trees, are compared as mutation operators for performance on the six multiplexer, quartic symbolic regression and digital circuit synthesis problems [80]. They are also compared as local search operators, with a number of local search steps occurring between generations. Population sizes are scaled to ensure that the total number of fitness evaluations are identical on all setups. It is found that these operators perform best when used as mutation operators in conjunction with sub-tree crossover. It is also found that local search operators perform well on the multiplexer problem, and in general, with smaller populations, the use of the operators for local search is beneficial. This study also shows that local search alone is not sufficient to solve the problems.

Nguyen et al. [150] further extends TAG3P+, making use of relocation as a local search operator. Relocation is tree-based operator biologically inspired by conservative genetic transposition. Relocation swaps a sub-tree with a NULL node, moving a sub-tree of adjoined auxiliary trees to a new location in the derivation tree. NULL nodes are attached to all non-adjuncted adjoinable addresses in the derivation tree. This operation is easily accomplished due to the non-fixed arity representation. The effectiveness of the operator for local search is tested on two similar symbolic regression problems of increasing complexity, a difference in volume between two cuboids problem and the trigonometric identities problem. The new local search operator joined with sub-tree crossover is compared against GP and TAG3P+ with sub-tree crossover and mutation. Again, when comparing local search to non-local search the population size is scaled as a function of the number of local search
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events, maintaining an equal number of fitness evaluations. GP and TAG3P+ are also compared with similarly scaled population sizes but more with increased generations. The results find that relocation as a local search operator outperforms GP and TAG3P+ on all problems. The final set of experiments show that the reduction in population size does not contribute to the increase in performance.

An additional biologically inspired operator, replicative genetic transposition, or duplication, is also proposed [84]. Duplication takes an existing derivation sub-tree of adjoined auxiliary trees and replaces a NULL node in the frontier of the derivation tree with a copy of that sub-tree. It is found that the sole use of duplication results in extreme growth, therefore, a companion operator, truncation, is included which replaces an existing sub-tree with a NULL node. These operators are, again, compared with GP and standard TAG3P+, as both mutation operators and further as local search operators, with scaled population sizes, on a series of six symbolic regression problems of increasing complexity. As mutation operators, it is found that duplication and truncation perform better on three of the six instances, however, the improvement is not statistically significant when compared to TAG3P+ using just sub-tree crossover. As local search operators, the combination of the two operators, in conjunction with sub-tree crossover and mutation, outperforms all other setups, maintaining reliable performance with small population sizes even when the problem complexity increases. Further tests are performed with GP and standard TAG3P+ ruling out the small population sizes as a contributor to the boost in performance.

While each of these operators is examined on a number of problems independently, to ascertain whether their effects overlap and to better understand their function, Kim et al. [108] provide a further detailed comparison of these operators and more. In this study it is shown that each of these operators have independent useful effects when used on certain problem types. Following this, Kim et al. [109] expand upon their previous work and apply operator rate self-adaptation to this diverse selection of TAG3P+ operators, comparing
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against a number of self-adaptation techniques on a real-coded GA and TAG3P+.

Structural Difficulty

Daida et al. [39] identify difficulties with the structural search spaces in GP, attributing this problem to the tree based representation commonly used by GP. Hoai and McKay [79, 85] propose that these difficulties might be a result of the fixed arity property of the tree based GP representation. By transforming fixed arity GP trees into non-fixed arity TAG derivation trees, and applying a TAG-based hill climbing algorithm, utilising node insertion and deletion as local search operators, Hoai et al. [85] show that the effect of this problem, as seen when solving the LID problem [39], can be largely removed.

3.2.4 Incremental and Developmental Evaluation

McKay et al. have argued that if an individual is evaluated multiple times throughout its development, then modular structure, inherent to the representation, can provide an adaptive advantage to that individual. In addressing this argument, McKay et al. [135, 89] extend TAG3P+ to make use of incremental evaluation, in the form of DEVTAG. Evaluation in DEVTAG is analogous to the development of biological organisms, evaluating an individual at different stages of development. This is made possible by the feasibility property of TAG derivation trees. A number of depth limits are set, whereby derivation of an individual is ignored below each limit. This results in a number of different phenotypes of increasing size and complexity for a single genotype.

During selection, individuals are compared a number of times with derivation stopping at each successive depth limit. At each depth limit, a less complex version of the full problem being solved is presented to all individuals, this continues, deriving the individuals to the next depth limit, until one individual obtains a greater fitness value on any one of the incrementally more complex problems.
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DEVTAG [135] is initially applied to the symbolic regression problem \( \sum_{i=1}^{n} x^i \) for all versions of the problem from \( n = 1 \) to \( n = 9 \), testing individuals successively on incrementing values of \( n \). It is shown that DEVTAG outperforms TAG3P+ and GP on solving the final form of the problem where \( n = 9 \). DEVTAG also results in fewer total fitness evaluations and smaller final solutions. Further analysis is also performed on a Fourier series symbolic regression problem [89], showing that the success of DEVTAG is partially related to the TAG representation and the incremental process. However, the entire developmental process, including sub-problems of increasing complexity, is required to see the full advantage.

Hoang et al.[91, 88] go on to extend this system, improving upon DEVTAG. Two problems observed with DEVTAG is that the size of each developmental stage is user defined, which is not ideal when applying to unfamiliar problems. In addition, there is limited modularity in the representation, with the Fourier series problem requiring two auxiliary trees sharing common sub-trees as a module to solve the problem efficiently. DTAG3P addresses both problems, a novel developmental approach to GP using TAG based L-systems. The representation consists of L-system expansion rules, with each rule mapping from an L-system predecessor to successors. Successors in this case are TAG derivation sub-trees, containing both elementary trees and predecessors. During selection, similar to DEVTAG, evaluation is incremental. However, rather than using a depth limit, L-system expansions are used. At first, the predecessors in an individual’s initial derivation tree are ignored, evaluating the individual on the most basic sub-problem, comparing that individual to others, with only the best individuals being retained. If more than one individual remains, this continues, with the predecessors in those trees being replaced by their successors, creating larger more complex trees. These new derivation trees are evaluated on the next instance of the problem. This repeats until only one individual remains or the final instance of the problem is reached. In this case random selection is
3.2. RELATED RESEARCH

used. This approach of evolving the expansion rules allows for the generation of useful modules, as well as allowing evolution to determine the size of each developmental stage. While this removes some parameters, it also introduces some more, including the number of L-system rules, and the minimum and maximum size for initialising these rules. It is shown that DTAG3P performs better and finds solutions much quicker than DEVTAG. An overview of these systems is given by Hoang et al. [90]. In addition, Hoang et al. [92] goes on to show that the DTAG3P system generates general, rather than specialised, solutions.

The inspiration for these systems is that regularity in the genome is promoted by evolution when using developmental evaluation, and that this increase in regularity correlates with fit individuals. A series of studies examine this claim [100, 206, 136, 132]. Kang et al. [100] apply tree compression algorithms to genomes of GP, TAG3P+, DEVTAG and DTAG3P. Their hypothesis being, that genomes with increased levels of regularity are more amenable to being compressed. Equivalent Decision Simplification is used to simplify the trees, ensuring redundant code, or bloat, is not being compressed and XMLPPM is used to compress the trees. DTAG3P trees are found to compress well, whereas DEVTAG, TAG3P and GP trees do not. In addition, problems with the compression metric due to small trees can cause issues. Shin et al. [206] follow this with further analysis, using an improved compression metric, the duplication and truncation operator in TAG3P are examined, as well as further examination of DTAG3P and DEVTAG. A comprehensive analysis of the culmination of the work in both of these studies is provided by McKay et al. [136]. While these studies give static estimates of the regularity within the genotypes of each generation independently, no information about the propagation of individual building blocks throughout evolution is available. McKay et al. [132] extend these studies to estimate the extent of which frequent building blocks from one generation propagate to the next. A comprehensive overview of the developmental evaluation approaches presented in this section is given by Hoang et al. [93].
3.3. SUMMARY

While the literature on TAGs in EC presented in this section is numerous, the bulk of the work is on tree-based GBGP representations.

3.3 Summary

This chapter provides an introduction into TAGs, the grammar type with which this thesis examines. A formal description of TAGs is given, as well describing a number of properties of the TAG formalism which are needed to develop a TAG-based representation for GE. Following this, a comprehensive literature review is provided on the use of TAGs in the EC field, in particular for use with GP.

The following chapter is the final background chapter, and provides information into the use of developmental systems, gene regulatory network in particular, in the field of EC to date.
Chapter 4
Developmental Evolutionary Algorithms

The view of classical genetics, that genes directly control every feature, structure and cell type within an organism, have been a very successful source of inspiration in the field of EC. However, this view has been largely replaced in modern genetics. It has been discovered that genes can be responsible for many different effects and, in fact, there are great networks of interacting genes, molecules and other physical systems which work together to produce the different cells, tissues, organs and fully functional organisms we see in nature. These complex networks of interaction are still a subject of great study today.

As a results of this, the field of Evolutionary Computation has had a recent increase of interest in developmental biology, investigating different approaches of emulating this complex developmental mapping from genotype to phenotype. To date, much of the work that has been done with evolutionary developmental systems in the field of GP specifically has been at a high-level and ontogenetic in nature. That is to say, it has been concerned with the growth or morphogenesis of individuals by means of interaction with the environment [207, 91, 62]. These developmental systems derive the phenotype from the genotype, with the effect of the phenotypes being twofold. First being evaluated on the problem being solved, the phenotype then undergoes some morphogenesis defined within itself. This process continues, traditionally creating larger and more complex phenotypes which can
survive in problem environments of greater complexity. The morphologies on which these systems are modelled on, however, are themselves the result of lower-level regulatory processes, at least part of which is genetic and is known as gene regulatory networks (GRN). This thesis is interested in the exploration of the combination of these GRNs and the properties of TAGs.

This chapter is split into two main sections. The first, Section 4.1, provides a survey on the use of GRNs within the field of artificial evolution and EC. Following this, Section 4.2 gives a detailed description of a particular model of artificial GRNs which has been designed with EC in mind, the Banzhaf artificial GRN model, and its properties and extensions. This GRN model will be further discussed in Chapter 9.

### 4.1 Related Research

Early work by Eggenberger [45] presents a system based on differential gene expression to control the developmental processes of three-dimensional multi-cellular organisms. Integer genomes representing GRNs of regulating and “structural” genes are evolved using a simple GA. Genes in simple cells on a three-dimensional grid can self regulate, as well as communicate with neighbouring cells, influencing their regulation. Eggenberger uses the placement of morphogen sources in the grid, and the gradual decrease of morphogen concentration further from the source, to drive the development of these organisms.

Separately, Reil [192] proposes an artificial genome model with biologically plausible properties. Properties such as promoter regions to define genes in the genome and regulatory sequences which interact with gene products to regulate gene activity. Reil defines gene activity as a binary process, with the presence of a single enhancer being sufficient to activate a gene. However, if a gene is also inhibited then that gene will not activate. As a result of this binary activation model, gene activation can be visualised on an ex-
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expression graph from which behaviours which mirror real gene expression can be seen. The
behaviours include cyclic gene activity, the ability to differentiate into different attractors
due to external signals, as well as showing a high degree of robustness.

More recently, Willadsen and Wiles [217] examine this artificial genome model in re-
lation with an earlier Random Boolean Node (RBN) model [101]. Chaotic attractors are
prevalent in the highly connected RBNs. Willadsen and Wiles investigate the relationship
between network connectivity and inhibition in the artificial genome model. It is shown
that the interaction of these two properties in the space of artificial genomes drives the
occurrence of chaotic attractors, with higher levels of connectivity and medium levels of
inhibition maximising their occurrence.

Further to this, Hallinan and Wiles [60] highlight the biologically implausible properties
which are seen in existing GRN models, in particular the synchronous node update model.
They state that biological cells are assumed to function on the “edge of chaos”, between
totally frozen and chaotic dynamics, a region characterised by limit cycle attractors which
are widely assumed to be models of cell types [101]. Hallinan and Wiles extend Reil’s
model to investigate the relationship between synchronous and asynchronous updating,
and the occurrence of limit cycles. It is shown that the dynamic behaviour of the artificial
genome model collapses to a single point attractor in almost all cases when using the more
biologically plausible asynchronous updating.

Watson et al. [213] extend this model integrating it with a developmental phenotype
in the form of L-systems. Genes in the artificial genome model are assigned to classes.
Specific classes of genes are mapped to parameters of the L-system phenotypes, with the
number of regulated genes of a certain class relating to the value of a parameter. Watson
et al. examine the effect of genome mutation on the resulting phenotypes. This study
highlights the adaptability of the artificial genome and is a novel application.

Separate to this, Banzhaf [6] considers the idea that successful evolutionary design is
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best achieved with a networked system, and that emergent phenomena in nature require networks to become permanent. Banzhaf [5] goes on outline a new model of GRNs for use as representation for GP. This model extends on previous work by including real-valued gene activation and inhibition as well as using a fully connected topology, with the strength of each edge limited by the matching of gene products (proteins) and gene regulatory sites. The model is shown to generate interesting dynamics including heterochrony, and to be capable of capturing essential features of natural GRNs [4, 118].

A number of studies have been performed into examining the different network motifs [7] and network topologies that the model is capable of generating. These include small world and scale-free topologies [119, 154]. Scale-free network topologies, as are seen in natural GRNs, are desirable as these networks are highly tolerant to failure.

In order to use make use of this model for evolutionary computation modifications are required. Nicolau et al. [156] extend the model to be used as a computational device. Two extra sets of proteins are used: extra transcription factor proteins, independent of the genome, are added to be used as input; and a second promoter sequence is used to detect a second class of gene along the genome, product, or P-genes, produce non-regulating proteins which are used as output. This approach has been shown to be successful at solving a number of different problems [156, 158].

Separately, Lopes and Costa [121] extend the Banzhaf model in the form of ReNCoDe. Using the strength of inhibition and activation along each edge within the network, the GRN graph structure is transformed into an executable program-graph. Functions and terminals are mapped to the nodes by means of a majority rule of the 32 bit protein signature of each node. This approach is shown to perform very well on a number of benchmark problems [121]. This method is extended to allow recurrent connections between nodes, enabling generation of general, or incremental solutions. This extension is shown to perform well on the n-Fibonacci and Even-n problems, as well as the sum of squares problem [122]...
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which highlights an advantage of the recurrent connection extension, solving the problem using linear operations. An overview of this work is presented by Lopes and Costa [123].

More recent work presents a combination of ReNCoDe with the Nicolau extension [124]. This extension makes use of a P-gene as the output node of the ReNCode program-graph. If multiple P-genes exist in the graph, then each program-graph with a different P-gene node as the root is tested. Additionally, ReNCoDe is combined with GE [125]. This extension allows the GRN to iterate a number of times before sorting the proteins by concentration, and dividing the protein signatures into 8 bit regions to be used as integer codon values for mapping. The approach is shown to achieve a high degree of success on the artificial ant problem, however, the study highlights the fact that many evaluations are required. When the number of evaluations is decreased, by increasing the number of GRN iterations, performance decreases.

Another popular model of GRNs used in EC is that of fractal proteins by Bentley [11]. This novel EC system makes use of a “fractal chemistry” made up of interactions between square Mandelbrot subsets. This model uses a genome of real values, with genes defining a length three promoter sequence, a length three coding region and a threshold value used for activation. Each length three region represents a square subset of the Mandelbrot set, the first two components specifying the center coordinate and the third specifying the length of side. Protein matching is performed by overlapping the promoter region subset with the subsets of the proteins in the system and activating if a certain threshold of matching, or overlapping is achieved. The system also supports multiple cells interacting. A number of different studies extending this system have been published [221, 220, 117, 115, 116].

Other notable works on GRNs in EC include: the study of the evolvability, or the capacity to facilitate effective search, in relation to direct vs indirect encodings by Reisinger et al. [193]; the presentation of an artificial ontogeny system by Bongard [13] which grows virtual agents from GRNs, investigates their emergent behaviours and evaluates them in a
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Figure 4.1: A simplified view of a gene on the genome split into its different sections.

The Banzhaf GRN model [5] consists of three components: a genome, genes, and proteins. The model mimics, at a greatly simplified level, the biological interaction of proteins with the genes of a cell. By binding at *regulatory sites*, certain proteins can regulate the expression of genes, and hence, the production of additional proteins. Proteins are assigned concentration levels in the model, with a total concentration of 1.0 for each type of protein. The term *concentration*, in the context of this model, represents the proportion, or amount, of a particular protein to the rest of the proteins in the cell. Concentration is a normalised quantity such that the concentrations of all proteins sum to 1.0.

In order to properly describe this model, a number of definitions are required. Each of the components of the model shown in Figure 4.1 are defined below.

**Definition 11 (Chromosome)** A chromosome, or genome, is a finite length binary string. In this case, a GE chromosome is used.

Integer strings can also be used with the assumption that an integer is represented by 32 bits.

physics-based three-dimensional environment; and the multi-layered artificial embryogeny system by Zhan et al. [222]. The Banzhaf model and the Nicolau extension are described in detail in the following section.
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Definition 12 (Protein) A protein consists of a 32 bit signature, separate from the chromosome, and a concentration level between ZERO and 1.0. Proteins are the active component of the model, with their concentration levels being regulated by their interaction with other components of the model.

ZERO is usually some positive number close to zero. If concentration levels were to reach zero, that protein would not be able to re-emerge as existing concentration levels are used when calculating expression rates. A value of 1e-10 is used by this study.

Definition 13 (Regulatory Site) A regulatory site is a 32 bit region along the chromosome which interacts with proteins. This interaction results in regulatory signals. The model has two types of regulatory sites, enhancer and inhibitor sites. These sites are found next to each other and affect regulation positively or negatively respectively. Positive regulation of a gene increases the production rate of that gene’s protein, whereas negative regulation decreases it.

Definition 14 (Promoter Site) Promoter sites are 32 bit regions along the chromosome. They are of the form XYZ01010101, where XYZ is an arbitrary 24 bit sequence with only the final eight bits being of significance. A specific sequence of eight bits identifies the location of a gene along the chromosome.

Definition 15 (Gene) A gene is a region of 256 bits along the genome. The function of a gene is to produce a protein. The rate at which this protein is produced depends upon the interaction of the proteins in the system with the gene’s regulatory sites.

The location of a gene is identified by the specific eight bit promoter sequence along the genome. Directly to the left of the promoter site are two regulatory sites, an inhibitor site, followed by an enhancer site. While to the right of the promoter site is a 160 bit region which encodes the protein. This region is split into five 32 bit sections which are used to decode the protein produced by this gene.
Figure 4.2: The protein signature is calculated by performing a majority rule vote for each bit across the five 32 bit regions at the end of the gene. For each bit, read the corresponding bits from each of the five 32 bit regions. If there are more than two set bits, set the protein bit. Otherwise, leave the bit unset.

The production rate of the protein encoded by these 160 bits is regulated by the interaction of the regulatory sites on the same gene with all of the proteins in the system.

### 4.2.1 Protein Decoding

In order to express a gene, i.e., to decode and produce a protein, the 32 bit signature of that protein must be calculated. The five sections making up the 160 bit region at the end of the gene are taken and a majority vote is performed on each of the respective bits across the five sections. For example, to decode the first bit of a protein’s 32 bit signature, a majority vote is performed using the first bit of each of the five sections. If more than two of these bits are set, then the first bit of the signature is set, or given the value of one. Otherwise the first bit remains unset, or a value of zero. Figure 4.2 provides an example of this process.

### 4.2.2 Protein Regulation

Proteins regulate the expression of genes, and hence the production of additional protein. The effect that a protein has on the expression of a gene is calculated by examining the degree of matching between that protein and the two regulatory sites of the gene (enhancer and inhibitor) in combination with the current concentration of that protein. This is
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calculated by taking the XOR of the protein signature with that of each regulatory site. The number of bits set in the resulting 32 bit sequence is the degree of match between the two, i.e., the number of complementary bits between them. The enhancing, \( e_{it} \), and inhibiting, \( h_{it} \), signals for the expression of gene \( g_i \) at time \( t \) are calculated as follows:

\[
e_{it}, h_{it} = \frac{1}{N} \sum_{j=1}^{N} c_{jt} e^{\beta (u_j - u_{\text{max}})}
\]

where \( N \) is the total number of proteins, \( c_{jt} \) is the concentration of protein \( j \) at time \( t \), \( u_j \) is the number of complementary bits between the regulatory site and protein \( j \), \( u_{\text{max}} \) is the maximum number of complementary bits observed in the system so far, and \( \beta \) is a positive scaling factor. A value of 1.0 is used for scaling factors \( \beta \) and \( \delta \) across all experiments.

The expression rate of gene \( g_i \) (the production of \( p_i \)) at time \( t + 1 \) is given as:

\[
\frac{dc_{it}}{dt} = \delta (e_{it} - h_{it}) c_{it}
\]

where \( \delta \) is a scaling factor. The new concentration values for each protein, \( c_{i(t+1)} \) are then calculated and finally normalised to sum to 1.0.

\[
c_{it} = c_{it} + \frac{dc_{it}}{dt}
\]

\[
c_{i(t+1)} = \frac{c_{it}}{\sum_{j=1}^{N} c_{jt}}
\]

4.2.3 Operation

To construct a GRN, the chromosome is scanned for matching promoter sequences and the genes are extracted from those locations. Proteins can then be decoded from the genes. Each gene encodes a single protein.
4.2. BANZHAF ARTIFICIAL GRN MODEL

The network is constructed from these genes and proteins, and can be represented as a fully connected directed graph, with each gene as a node in that graph. The directed edges in the graph represent protein interactions, from the gene coding each protein to all other genes. Each edge can be labelled with the strength of the regulatory signal of the decoded protein coupled with the gene. The sum of these signals, positive (enhancing) and negative (inhibiting), can be considered analogous to weights in recurrent neural networks.

In its initial state, the proteins of the GRN are given a starting concentration value. Typically this value is \( \frac{1}{||P||} \), where \( ||P|| \) is the number of proteins in the model. At each iteration of the model, protein regulation occurs synchronously, as described in Section 4.2.2. The concentration levels of each protein are observed at each iteration, and it is through the interaction of these proteins with the genes in the system that produces the complex non-linear dynamics. Examples of dynamics produced by the model are given in Figure 4.3.

4.2.4 I/O Extension

While the GRN model shows a good ability to produce complex dynamics, the model is limited in use, in particular, as a computational tool. Nicolau et al. [156] address this problem by extending the model with input and output capabilities such that it might be used computationally. The ability to effect change in, and get feedback from the system is incorporated by adding input and output proteins. This extension allows the GRN model to interact with dynamic environments, both by reacting to, and affecting that environment by means of its input/output capabilities. This extended model has been successfully applied to a number of problems [156, 158].

I/O

Genes are split into two groups in this model, Transcription Factors (TF-genes) and Products (P-genes). Each gene type produces a corresponding type of protein, TF-proteins and
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Figure 4.3: A sample of example protein concentration dynamics generated using the Banzhaf GRN model implemented in DTAGE.
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**P-proteins.** A gene’s type is determined by its promoter signature, e.g., $XYZ00000000$ can be used to identify TF-genes and $XYZ11111111$ to identify P-genes. TF-genes produce TF-proteins which can bind to regulatory sites and affect gene expression. P-genes produce P-proteins which are used solely as output and, as such, are prevented from binding and affecting regulation. The concentrations of each protein type are normalised independently.

Input into the model is achieved by injecting specific concentrations of free or extra TF-proteins into the model. These free proteins have no gene associated with them and their signatures are hard-coded. Input values are encoded into the extra proteins’ concentration levels. The concentration values of free proteins remain static, unaffected by regulation within the system. Their values only change when new inputs are injected, replacing the existing inputs. Output from the system is achieved by reading the concentration values of the P-proteins and interpreting them in some way. Examples of input and output to the system are given in Section 9.2.1 when describing the inverted-pendulum problem.

**Regulation**

Regulation remains the same in this extension of the model with one exception. Once all produced TF-protein concentrations have been updated and normalised, these concentrations are then scaled, such that, when summed with the concentrations values of the free TF-protein (inputs), they will sum to 1.0.

A formula similar to that used for TF-genes, given in Section 4.2.2 is used to calculate the expression rate of P-genes.

$$\frac{dc_{it}}{dt} = \delta(e_{it} - h_{it})$$

$\frac{dc_{it}}{dt}$ is added to the concentration of the protein, $p_{it}$, for both protein types. P-protein concentrations are then normalised separately from the TF-protein concentrations to sum to 1.0.
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Synchronisation with the Environment

While this model accepts input signals and provides output signals, there is no direct relationship between the dynamic problem environment and the GRN. After the initial environment state has been encoded and injected into the system as free TF-proteins, a decision must be made when to stop iterating the GRN and to extract the output signals. This is required to allow the GRN to affect the problem environment and, in turn, to receive updated state information. The GRN could be allowed to iterate until a steady state has been achieved, however, as the dynamics of the GRN can be chaotic, there is no guarantee that the GRN will stabilise into a steady state, or if it does, that it will achieve this in a reasonable number of iterations. Therefore, a user defined parameter, a sync size, is used. A sync, or a synchronisation step, is a finite number of iterations of the GRN. Inputs are injected into the GRN, signalling the start of a sync. After sync iterations the output concentrations are read. Depending on the problem, a sync can represent a single time-step of the problem environment, or if the environment is a time-based simulation, a time period of some length.

4.3 Summary

This chapter provides a bearing of the current state of developmental evolution and the use of GRNs in the field of evolutionary algorithms, and specifically EC. Initially, an overview of some work using GRN models in the field of EC is given, and a number of different models are outlined. Following this a description of the Banzhaf artificial GRN model is provided, along an outline of an extension to this model by Nicolau enabling its use for EC.

With the introduction of GE, TAGs and a background in to developmental evolutionary algorithms and GRNs complete, this concludes the first section of the thesis, i.e., the
background information section. The next section explores a novel extension of the linear GE representation which makes use TAGs, and how this extension might affect the GE algorithm. The properties and behaviour of this new TAG-based representation are examined on common benchmark problems and are compared to those of canonical GE.

In addition, the use of this TAG-based representation in the field of developmental evolutionary algorithms is explored. Specifically, the proceeding chapter introduces this TAG-based extension of GE, Tree-Adjoining Grammatical Evolution.
Part II

Exploration
Chapter 5

Tree-Adjoining Grammatical Evolution

In this chapter, the novel Tree-Adjoining Grammatical Evolution (TAGE) [140, 141, 142, 143] is proposed and developed in order to make use of TAGs in GE. This chapter describes the required modifications to the GE algorithm in order to make use of TAGs. Firstly, a discussion is provided on TAG composition operations and how they might be used in conjunction with the linear genotype used by GE. Following this, a genotype to phenotype mapping algorithm which makes use of TAGs is described in detail. Other components of the GE algorithm are then discussed in the context of their use in TAGE.

The chapter proceeds with a discussion on the use of tree composition operations for linear mapping in Section 5.1. An algorithm for mapping the linear GE genotype to phenotype using TAGs is provided in Section 5.2, along with a worked example of this algorithm. Section 5.4 discusses some of the limitations of the TAGE representation presented in this thesis. Finally, a summary of the chapter is provided in Section 5.5.

5.1 Tree Composition Operations for Linear Mapping

While TAGs can construct derivation trees using two different composition operations, adjunction and substitution, both of which are described in Section 3.1.1, this thesis makes
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exclusive use of adjunction. While TAGs which do not make use of the substitution operator are equivalent to those that do, the use of substitution operations allows for a much more compact representation, with fewer elementary trees. This is discussed further in Section 5.4.

An interesting and powerful feature of TAGs is that they have the ability to guarantee complete derivation trees from which valid phenotypes may be extracted at every stage of the derivation process. This property is known as feasibility and is introduced in Section 3.1. This property guarantees that a TAG derivation tree of any size will produce a syntactically valid sentence, as defined by the grammar.

In order to guarantee feasibility when mapping from a GE chromosome of finite length using a TAG, the use of the substitution operation must be excised. If both composition operations are to be used, the chromosome would require partitioning, with the first partition mapping adjunction operations and the second mapping substitution operations. The amount of substitution operations required to complete the tree is dependent upon the quantity of adjunction operations applied. As there is a finite number of codons in the chromosome, no guarantee can be made that the second partition will be of a sufficient length to map the required amount of substitution operations to complete the tree. Alternatively, a quasi-diploid chromosome approach could be used, where a second chromosome is used for the sole purpose of mapping substitution operations. While this approach removes the need for a chromosomal partitioning scheme, it remains impossible to guarantee that there will be sufficient codons to map the requisite number of substitution operations to complete the tree, and hence, impossible to ensure feasibility.

As mentioned in Section 3.1.2, the tree-based TAG3P+ [82] addressed the problem of maintaining feasibility by regarding substitution as an in-node operation, attaching a list of initial trees (called lexemes) to each derivation node. These lexemes are preserved during operations which affect only adjunction operations such as crossover, with the lexemes
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As defined in Section 3.1, TAGs make use of tree composition operations, combining partial or elementary trees together in the construction of their structured sentences. As discussed in Section 3.1.2, TAGs differentiate between the derivation and derived tree. While the resulting TAG derived tree (Figure 5.1b) is equivalent to the CFG derivation tree, TAG derivation can be more compactly described by using a TAG derivation tree (Figure 5.1a). As is described in Section 3.1.2, the nodes of a TAG derivation tree are labelled with elementary trees, and each of the edges between derivation nodes is labelled with an address. This address provides the location of a particular node within the elementary tree labelling the parent derivation node of that edge. It is at this location that the auxiliary tree labelling the child node of the edge is to be applied using a composition operator. Applying themselves being operated upon separately. This approach is made possible as a result of the tree-based representation used by TAG3P+, while with a linear genotype, such as GE, the limitations outlined in the paragraph above apply.

The exclusive use of the adjunction operation requires the TAGs utilised in this thesis to be fully anchored LTAGs. That is to say that, with the exception of the foot node, all branches of the generated auxiliary trees are fully expanded with terminal symbols labelling all leaf nodes. In doing so, this allows the adjunction operation to take a complete tree as input, and return a complete tree as output. The output tree is composed of an auxiliary tree adjoined to the input tree. This approach guarantees complete derivation trees before and after each adjunction operation, without the use of the substitution operation, ensuring feasibility. For example, initial and auxiliary trees can be seen in the sample grammar presented in Figure 3.3. This design decision introduces some limitations to the system which are discussed in Section 5.4.
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(a) TAG derivation tree.  
(b) TAG derived tree.

Figure 5.1: An example of a TAG derivation tree and its respective derived tree. The derivation tree (a) defines the adjunction operations which produce the derived tree (b). The nodes in (a) are labelled with elementary trees with each edge declaring an adjunction operation between parent and child. Each edge is labelled with the address of a node in the parent tree where the adjunction will occur.

Each of these composition operations creates the TAG derived tree.

In TAGE, the genotype is the same as that in GE. However, while the codons are applied to the same general mapping rule

\[ \text{codonValue} \mod c = \text{choice}. \]

c no longer represents the number of available production choices. Rather, in place of c there is either the number of possible locations throughout the entire derivation tree where adjunction might be applied,

\[ \text{codonValue} \mod |\text{adjoinableAddresses}| = \text{choice}. \]
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or the number of auxiliary trees, one of which, may be adjoined to a particular location.

\[ \text{codonValue mod ||A'||} = \text{choice} \]

Another important difference from GE is that mapping from genotype to phenotype in TAGE will only terminate when the end of the chromosome is reached. While mapping in GE may expand all non-terminal nodes before reaching the end of the chromosome, there are always adjoinable nodes available in TAGE derivation trees.

To begin mapping, a genotype to phenotype in TAGE an initial tree is required and is chosen from the set of initial trees, \( I \). A list of addresses of adjoinable nodes in the tree is then created. A node address is that node’s index in a breadth first traversal of the elementary tree it is contained in. An adjoinable node is any node which has not already been adjoined to and is labelled with a symbol which is also the label of the root node of an auxiliary tree in \( A \). Adjunction is restricted from occurring on foot nodes. An auxiliary tree is then chosen from \( A \). This auxiliary tree will be adjoined to the initial tree at the chosen node. Both trees now form a TAG derivation tree of size two. With an edge going from root node, labelled with the initial tree, to child node, labelled with the auxiliary tree. This edge denotes the adjunction operation to be performed. The trees labelling each node are traversed, updating the list of adjoinable node addresses. The used address is removed and the addresses of any additional adjoinable nodes in the new auxiliary tree are added. The next node address and auxiliary tree are chosen and added to the derivation tree. All choices in this example consume a codon, and the above process continues until all codons are consumed. A worked example is presented in the following section, with each step of mapping portrayed in Figure 5.2. Pseudo-code for the mapping can be seen in Algorithm 5.1.
5.2. GENOTYPE-PHENOTYPE MAPPING

**Algorithm 5.1** TAGE Derivation - Mapping from genotype to phenotype using a TAG, $G$, and a chromosome, $C$. A derivation tree is constructed by reading codons to select adjoinable addresses and auxiliary trees to adjoin at those addresses. Each adjunction operation requires two codons. The process stops when insufficient codons remain. The adjunctions defined in the derivation tree are then applied, and a derived tree is constructed. The phenotype is extracted from the leaf nodes of the derived tree. The application of adjunction operations is described in Section 3.1.1. Example derivation and derived trees can be see in Figure 5.2.

```plaintext
Require: $G = \{N, \Sigma, I, A, S\}$ {A TAG}
Require: $C$ {A chromosome}
addresses ← ∅
codon ← C.removeFirst
root ← I.get(codon)
nodeAddresses ← root.getAdjoinableAddresses
for all $a_i$ in nodeAddresses do
addresses.add((root, $a_i$))
while $C$.size > 1 do
  codon ← $C$.removeFirst
  node, address ← addresses.remove(codon)
type ← address.getSymbol
trees ← A.getAll(type)
codon ← $C$.removeFirst
auxTree ← trees.get(codon)
node.adjoin(auxTree, address)
nodeAddresses ← node.getAdjoinableAddresses
for all $a_i$ in nodeAddresses do
  addresses.add((node, $a_i$))
tree ← root.getDerivedTree
phenotype ← $\epsilon$
for all node$_i$ in tree.getLeafNodes do
  phenotype ← phenotype + node$_i$.getSymbol
return phenotype
```
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Example 2 (TAGE Mapping Example) Given the TAG \( G \), where \( \Sigma = \{X, Y, +, -, *\} \), \( N = \{<e>, <o>, <v>\} \), \( S = <e> \) and \( I \) and \( A \) are as shown in Figure 3.3, derivation using the chromosome from Figure 2.2 proceeds as follows.

The first codon value, 12, is read. This is used to select an initial tree from \( I \), by using \(|I|\), which is in this case is 2. Utilising the same mapping function as GE, \( 12 \mod 2 = 0 \), the zeroth tree from \( I \) is chosen, \( \alpha_0 \). This tree is set as the root node of \( t \), the derivation tree (as seen in Figure 5.2a).

Following this, a location to perform adjunction must be selected. The vector \( V \) is created of the adjoinable addresses available within all nodes (trees) contained within \( t \). An adjoinable address in an elementary tree is the breadth first traversal index of a node. The node must be labelled with a NT symbol of which there is an auxiliary tree of that type, and where no auxiliary tree is currently adjoined at that index. In this case, \( V = \{\alpha_0[0]\} \) (the zeroth node of \( \alpha_0 \)). A codon is read, 3, and an address is selected from \( V \) using \(|V|\), \( 3 \mod 1 = 0 \) indicating which address to choose, \( V[0] \). Adjunction will be performed at \( \alpha_0[0] \), or node index 0 of tree \( \alpha_0 \), \( <e> \). Next, an auxiliary tree is chosen from \( A \) that is of the type \( T \), i.e., the label of root node of the auxiliary tree is \( T \), where \( T \) is the label of the node at which adjunction is being performed. In this case \( T = <e> \). There are 12 such trees in \( A \). Reading the next codon, 7, and using \(|A|\), \( 7 \mod 12 = 7 \), \( \beta_7 \) is chosen. This is added to \( t \) as a child of the tree being adjoined to, labelling the edge with the address 0 from \( \alpha_0[0] \), see Figure 5.2b. The adjoinable addresses in \( \beta_7 \) are added to \( V \) for the next pass of the algorithm, \( V = \{\beta_7[0], \beta_7[1]\} \). A codon is used to select an address, followed by another codon to select an auxiliary tree of the correct type, adding a new node and edge to the derivation tree with each pair of codons read. This process is repeated, consuming two codons with each iteration, until all remaining codons have been read. If the chromosome has an even number of codons, there will be a single codon remaining, unread, as an intron at the end of the chromosome. The resulting derivation
and derived trees at each stage of this process can be seen in Figure 5.2.

As mentioned above, unlike GE, this TAGE mapping algorithm effectively consumes the entire chromosome. This property results in a strong correlation between chromosome length and the resulting derivation tree size, and as a result, derived tree size and phenotype length also. That is to say, individuals with the same length will produce derivation trees of the same size, and depending on the variety of elementary tree sizes in the grammar, derived trees and phenotypes of similar sizes - short chromosomes result in small trees, and large chromosome result in large trees. The function of chromosome length to derivation tree size is as follows

\[ n = 1 + \lfloor (l - 1) / 2 \rfloor \]

or written more succinctly as

\[ n = \lceil l/2 \rceil \]

where \( n \) is the number of nodes in the derivation tree and \( l \) is the length of the chromosome (a positive, non-zero, integer). One codon is used to select an initial tree, and two codons are used for each adjunction operation.

This property of derivation tree size as a function of genotype length provides easy control of derived tree size and phenotype size by simply restricting genotype length, which can be useful when addressing bloat. This relationship between genotype and phenotype lengths is explored for use for population initialisation in Section 8.2.1.
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(a) Initial tree $\alpha_0$.

(b) $\beta_7$ adjoined to $\alpha_0$ at node address 0.

(c) $\beta_9$ adjoined to $\beta_7$ at node address 0.

(d) $\beta_2$ adjoined to $\beta_7$ at node address 1.

Figure 5.2: The derivation tree (left) and derived tree (right) throughout TAGE derivation. The shaded nodes indicate new content added at each step.
5.3 Operators

This section describes the standard GE components and how they are applied in TAGE.

Initialisation Basic initialisation used for TAGE is the same as that for GE. As both representations are based upon linear integer genomes, random initialisation, as described in Section 2.4.1, can be used. Further discussion regarding initialisation in TAGE is given in Chapter 8.

Selection and Replacement Both selection and replacement in TAGE are the same as those in GE as described in Section 2.4.2.

Variation Operations As both TAGE and GE share the same genotype, both variation operations used by canonical GE, integer-flip mutation and one-point crossover (Section 2.4.4), can be utilised by TAGE. However, due to the genotype to phenotype mapping used by TAGE, these operations can generate different effects when used. In standard GE, the modification of a single codon in the encoding region of a GE chromosome can have multiple effects. These effects include: no change due to the use of the mod rule; changing a single terminal symbol; affecting the entire course of expansion in the derivation tree from the expansion encoded by that codon onward, through the right side of the derivation tree, due to the ripple effect. Whereas in TAGE, the same modification can bring about a different range of effects. Small effects similar to those of GE can occur: with no changes to the phenotype occurring, due to the redundancy of the mod mapping rule; the modification of a single terminal symbol by replacing an auxiliary tree with similar tree; or the modification of many terminal symbols by replacing the auxiliary with a very different tree. However, as codons in the TAGE genotype encode both for location (adjoinable addresses) and content (auxiliary trees), a modification to the chromosome which affects the number
of adjunction addresses available for the next adjunction operation can induce a ripple effect (Section 2.4.4). Unlike GE, there is no directional dependence inherent in the TAGE genotype-phenotype mapping. As such, adjunctions may occur in any part of the tree at any stage of derivation. This causes the ripple effect to occur throughout the entire tree, rather than just at the non-terminal expansions which follow the affected expansion as seen in GE.

One feature of the use of these operators with the TAGE representation is that only crossover, a highly destructive operator in TAGE, can affect the size of a TAGE individual. With canonical GE, where only a portion of the genotype might be used to encode the phenotype, mutation can introduce additional non-terminals into the derivation sequence requiring the use of additional codons to terminate mapping, resulting in a larger phenotype. With TAGE, the entire genotype is used to encode the phenotype, and as such, mutation has no effect on the size of the derivation tree. Mutation can only affect the size of the phenotype if elementary trees of varying size are mutated into the derivation tree. It is only through crossover that TAGE genotypes and derivation trees can change in size.

5.4 Limitations of TAGE

This section outlines some restrictions of the TAGE representation presented by this thesis.

5.4.1 Mapping

As mentioned in Section 5.2, TAGE mapping effectively consumes the entire chromosome, with at most a single intron at the end of the chromosome - unlike GE, where mapping can utilise anything from the minimum number of codons to create the shortest phenotype, to using all codons.
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This property of TAGE mapping makes fixed, same-length, genotypes unsuitable for use with TAGE, as all phenotypes produced from these genotypes will be of similar length. The effect of this can be seen in Section 8.2, and in particular in Figure 8.3.

5.4.2 Grammar Sizes

As substitution allows for a more compact representation [99], making sole use of the adjunction operation can result in the grammar becoming very large. CFGs containing non-terminal symbols which can be expanded using many different production rules can result in the TAGE representation becoming unfeasible. As Algorithm 3.1 creates all auxiliary trees from an enumeration of all possible expansions of the non-terminal symbols from root to leaf, a small increase in the number of possible expansions for any symbol can result in a large increase in the number of trees in the representation. As an example, rules from the relatively simple grammar in Figure 2.2 are modified,

\[
\begin{align*}
\langle e \rangle &::= \langle e \rangle \langle o \rangle \langle e \rangle \mid \langle v \rangle \\
\langle o \rangle &::= + \mid - \mid * \\
\langle v \rangle &::= X \mid Y
\end{align*}
\]

adding extra production choices for the \(\langle o \rangle\) and \(\langle v \rangle\) symbols. When Algorithm 3.1 is applied to the modified grammar, the number of auxiliary trees in the grammar increases to from the original 12, as seen in Figure 3.3, to 30. As the grammar complexity increases the number of trees also increases. A prime example of this is seen when transforming a much more complex grammar which was used by Galvan-Lopez et al. [54]. This grammar, presented in Figure A.1, generates an auxiliary tree set of 261848 trees when applied to Algorithm 3.1.
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Tree-stubs

To partially address this limitation, the sets of initial and auxiliary trees in TAGE are not generated at the beginning of the algorithm, but rather sets of elementary tree stubs are generated. This can greatly reduce the amount of memory needed to store the grammar. An elementary tree stub is an almost fully expanded elementary tree, with the terminal symbol leaf nodes excluded. In their place is a number representing the total number of different terminal nodes (variations) that can be attached at that point to complete the tree. For example, continuing with the sample grammar from Figure 3.3, the original 12 auxiliary trees can be reduced to two auxiliary tree stubs. The modified version of the grammar presented above which originally had 30 auxiliary trees is also reduced to just two auxiliary stubs. Taking the grammar presented in Figure A.1, the 261848 auxiliary trees are reduced to only 6452 auxiliary tree stubs which are generated and stored at the beginning of the algorithm. The process of expanding a stub into the correct complete elementary tree is described in the proceeding paragraph, as well as being outlined in Algorithm 5.2.

When choosing a tree in TAGE, the modulus operation is performed on the codon value and the number of trees available for selection. This results in a number, \( c \), between zero and the total number of trees less one. If \( c \) has been used before, the correct tree is retrieved directly from a map of previously constructed trees. Alternatively, if \( c \) has not been seen before, then in order to find the correct stub to expand, each stub’s total number of variations are summed, in order, until the sum is greater than \( c \). Following this, the stub is completed by visiting each NT leaf node of that last stub in a depth-first manner, dividing \( c \) by the product of the variations of all the NT leaves visited so far while expanding that stub. Performing the modulus operation on this product and the number of possible variations at the current NT node results in a number between zero and the total variations possible at that node. This allows the selection of the correct terminal
production to expand the current node with. The process continues until there are no additional NT nodes to expand, and the complete tree is stored in a map for later use before being returned. This process is further explained in Algorithm 5.2.

This process addresses the problem of transforming CFGs which contain many terminal production rules for the same symbol into TAGs. It does not, however, fully solve the problem of transforming highly complex CFGs into TAGs. If a CFG has a large number of non-terminal production rules for the same symbol, regardless of the number of terminal productions then the size of the generated tree sets will remain large.

5.5 Summary

This chapter provides a description of a novel method, TAGE, combining TAGs with GE in place of the more commonly used CFGs. A novel genotype-phenotype mapping algorithm is presented, allowing integer string chromosomes to be mapped to sentences using TAG. This algorithm is designed to make exclusive use of the TAG adjunction composition operation in order to ensure the feasibility property of TAGs is maintained. Some limitations of this approach are also discussed.

The next chapter provides an exploration of this new TAG-based representation for GE, TAGE, by examining its properties and behaviour on common benchmark problems and comparing them to those of canonical GE. Specifically, the next chapter investigates the effectiveness of TAGE in terms of performance.
Algorithm 5.2 Selecting a complete elementary tree from stubs

Require: graph \{the symbol/production graph used in TAG creation\}

Require: symbol \{root symbol for stubs\}

Require: stubs \{a nonempty set of stubs rooted with symbol\}

Require: choice \{the codon value\}

\{Get choice in the correct range\}

\[
\text{choice} \leftarrow \text{choice} \mod \text{stubs.sumVariations}
\]

\{Find which stub to expand\}

\[
\text{sum} \leftarrow 0
\]

\textbf{while} \ \text{sum} \leq \text{choice} \ \textbf{do}

\[
\text{sum} \leftarrow \text{sum} + \text{getNextStub.variations}
\]

\[
\text{stub} \leftarrow \text{getCurrentStub}
\]

\{While there are still nodes to expand\}

\{Get the next node and count its variations\}

\[
\text{product} \leftarrow 1
\]

\textbf{while} \ \text{stub.hasNTLeafNodes} \ \textbf{do}

\[
\text{node} \leftarrow \text{stub.getNextNTLeafNode}
\]

\[
\text{vars} \leftarrow \text{node.getVariations}
\]

\{Graph edges are labelled with productions\}

\{Get the productions with only terminal symbols\}

\[
\text{nrprods} \leftarrow \text{graph.getNonRecursiveEdges(node.label)}
\]

\[
\text{tprods} \leftarrow \text{nrprods.getTerminalProductions}
\]

\{First divide by \text{products} to discard information for already expanded nodes\}

\{Then modulus by the number of variations at that node\}

\[
\text{production} \leftarrow \text{tprods.get}((\text{choice}/\text{product}) \mod \text{vars})
\]

\{Add the new production to the tree\}

\{Multiply so the next node will discard the correct information\}

\[
\text{node}.\text{addChildren(production)}
\]

\[
\text{product} \leftarrow \text{product} \times \text{vars}
\]
Chapter 6

A Comparison of TAGE and GE

The intention of this thesis is to analyse and understand the effect of using TAGs, in conjunction with the linear chromosome of GE, as a representation for evolutionary search. Having introduced TAGE, a novel extension of GE using TAGs, this chapter now aims to examine the hypothesis, of whether this incorporation of TAGs into the standard GE algorithm will affect the performance of the algorithm. Some of the experiments presented in this chapter are based on work published by Murphy et al. [140].

While TAGE and standard GE share a common genotype, the linear chromosome, representation in GE is composed of both a genotype and a mapping. It is this mapping, the relationship between the search space and the solution space, that has been modified in TAGE. In order to investigate the effect of this change in representation, experiments are presented in this chapter comparing the performance of GE and TAGE on a number of benchmark problems. As GE is a stochastic algorithm, each experiment is performed a number of times and the average values are examined.

The remainder of this chapter is comprised of two main sections. Section 6.1 outlines experiments which compare canonical GE and TAGE, in terms of performance, on a number of benchmark problems. The different problems are described in Section 6.1.3 and the results of both TAGE and GE are given. In the following discussion, Section 6.1.4, a number of differences between the representations are identified. Section 6.2 goes on
to examine these differences in more detail, and further experiments are presented which
analyse the effect that of each of these representational differences has on the ability of the
algorithm to perform. Finally, a summary of the chapter is provided in Section 6.3.

6.1 A Comparison of Performance

Chapter 5, describes TAGE, an extension of the GE algorithm which incorporates the use
of TAGs into the representation. TAGs are interesting as they are more powerful than
CFGs which are usually used with GE. This section investigates the effect of this change in
representation, from CFG to TAG, on the GE algorithm and presents experiments which
examine the following general null hypothesis:

\[ H_0 : \text{There is no difference in performance when making use of TAGs in GE} \]

with the accompanying alternate hypothesis:

\[ H_1 : \text{There is a difference in performance when making use of TAGs in GE} \]

A comparison between TAGE and standard GE is performed on a number of benchmark
problems from classic GP literature, and the best and mean population fitness values are
recorded. \( H_0 \) is tested by comparing the distributions of best fitness values produced by
both representations at the final generation of each run using a statistical test.

The experimental setup is given in Section 6.1.2 with a brief discussion on the choice
of statistical tests in Section 6.1.1. Each benchmark problem is described and the results
of the experiments are presented in Section 6.1.3. Finally, analysis and discussion of the
experimental results are provided in Section 6.1.4.
6.1.1 Statistical Tests

There are two main classes of statistical tests for comparing populations/data sets, parametric and non-parametric tests. Parametric methods deal with the estimation of population parameters, i.e., parameters of the data such as the mean, variance, standard deviation, and distribution. As such, parametric tests make assumptions about these properties of the data, e.g., many parametric tests assume that the data has a normal distribution. Non-parametric methods, on the other hand, make no such assumptions regarding these parameters, allowing the examination of the difference between groups and/or variables whose parameters are unknown. Non-parametric tests are considered less powerful than parametric tests, however by using large sample sizes they can be considered as powerful.

A sample of the data produced by the experiments performed in this chapter can be seen in Figure 6.1. This data is plotted on Q-Q plots and the result of the Shapiro-Wilk test for normality is shown. For each of the problems, it can be seen that the data points do not follow the expected line for a normal distribution and that the Shapiro-Wilk test p-value is well below the threshold value of 0.05, rejecting the null hypothesis that the population is normally distributed.

As a result of this, for experiments throughout this work, distributions of various properties of the individuals produced by both representations at the final generation of each run are compared using the Mann-Whitney U, two-tailed, non-parametric test. This tests whether the population distributions are identical without assuming them to follow the normal distribution. A 5% level of significance is used for this test throughout.

6.1.2 Experimental Setup

Five hundred independent runs are performed with GE and TAGE using the GEVA software [180] on each of the problems outlined below. The evolutionary parameters adopted
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Figure 6.1: Q-Q plots and histograms of GE results for both the best and average population fitness of each problem at the end of each run. The result of the Shapiro-Wilk test for normality (p-values) for each problem is also included. From this figure it is clear that the populations examined have non-normal distributions, and as such, non-parametric statistical tests are used.
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Table 6.1: GE parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>GEVA v1.1 (extended)</td>
</tr>
<tr>
<td>Random Number Generator</td>
<td>Mersenne Twister MT199973</td>
</tr>
<tr>
<td>Generations</td>
<td>200</td>
</tr>
<tr>
<td>Population Size</td>
<td>100</td>
</tr>
<tr>
<td>Initialisation</td>
<td>Random</td>
</tr>
<tr>
<td>Initial Chromosome Size</td>
<td>15</td>
</tr>
<tr>
<td>Max Chromosome Wraps</td>
<td>0</td>
</tr>
<tr>
<td>Replacement Strategy</td>
<td>Generational</td>
</tr>
<tr>
<td>Elitism</td>
<td>10 Individuals</td>
</tr>
<tr>
<td>Selection Operation</td>
<td>Tournament</td>
</tr>
<tr>
<td>Tournament Size</td>
<td>3</td>
</tr>
<tr>
<td>One Point Crossover Probability</td>
<td>0.9</td>
</tr>
<tr>
<td>Integer Mutation Probability</td>
<td>0.02</td>
</tr>
</tbody>
</table>

for all of the experiments are presented in Table 6.1.

A short initial chromosome length of 15 is used. Unlike standard GE mapping whereby the size of the encoding region of the chromosome varies, i.e., the number of codons used to produce the phenotype, TAGE mapping makes use of the entire chromosome. Initialising with a short chromosome ensures that TAGE has the opportunity to explore short solutions to a problem if they exist. The value used, 15, was chosen arbitrarily.

Each run is evolved for 200 generations, enabling longer solutions to be explored if needed through chromosome growth by means of single-point crossover. Wrapping, as described in Section 2.3.1, is disabled for all experiments, and indeed for all experiments presented throughout this thesis. The grammars used for each problem are shown in Figure 6.2. These CFGs are transformed into TAGs by Algorithm 3.1 for use with TAGE.
6.1. A COMPARISON OF PERFORMANCE

(a) Even Five Parity

\[ \begin{align*}
\text{<prog>} & ::= \text{<expr>} \\
\text{<expr>} & ::= ( \text{<op>} \text{<expr>} \text{<expr>} ) \mid \text{<var>} \\
\text{<op>} & ::= + \mid - \mid * \\
\text{<var>} & ::= x0 \mid 1.0
\end{align*} \]

(b) Santa Fe Ant Trail

\[ \begin{align*}
\text{<prog>} & ::= \text{<code>} \\
\text{<code>} & ::= \text{<line>} \mid \text{<code>} \text{<line>} \\
\text{<line>} & ::= \text{<condition>} \mid \text{<op>} \\
\text{<condition>} & ::= \text{if(food\_ahead()==1)} \{ \text{<opcode>} \} \quad \text{else} \{ \text{<opcode>} \} \\
\text{<op>} & ::= \text{left();} \mid \text{right();} \mid \text{move();} \\
\text{<opcode>} & ::= \text{<op>} \mid \text{<op>} \text{<op>}
\end{align*} \]

(c) Symbolic Regression

\[ \begin{align*}
\text{<prog>} & ::= \text{<B>} \\
\text{<B>} & ::= \text{<B>} \text{<B> \&} \mid \text{<B> \|} \text{<B> \?} \text{<B> \#} \\
\text{<B>} & ::= a0 \mid a1 \mid d0 \mid d1 \mid d2 \mid d3
\end{align*} \]

(d) Six Multiplexer

Figure 6.2: The grammars, in Backus-Naur form, for each of the benchmark problems. Each grammar is transformed into a TAG by Algorithm 3.1 for use with TAGE. These TAGs are presented in Figure B.1- B.4.

6.1.3 Problems and Results

Even Five Parity

The aim of this problem [113, p. 529] is to successfully recreate the five input even-parity Boolean function. This function should return a set bit (true) if an odd number of input bits are set, making the total number of set bits even. Otherwise, the function should return an unset bit (false). Generated functions are evaluated on all possible \(2^5\) test cases. The fitness, or error, which is minimised, is calculated as the number of incorrect test cases. The grammar used for this problem is presented in Figure 6.2a. Mean best fitness and average fitness plots can be seen in Figure 6.3. The mean best fitness values for GE and TAGE are 0.762 and 0.032 respectively. The Mann-Whitney U \(p\)-value is 1.03e-10, below the threshold value of 0.05, thus rejecting the null hypothesis \(H_0\) for this setup. Interestingly, the mean average fitness values for TAGE populations on this problem are much higher than those of GE. This can be seen both in Table 6.2 and the mean average population fitness plot in Figure 6.3. The performance values are reported in Table 6.2,
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![Graphs showing best and average fitness plots for even five parity problem.](image)

Figure 6.3: Mean best (left) and mean average population (right) fitness plots for the even five parity problem with error bars of one standard deviation.

and all $p$-values are presented in Table B.1.

**Ant Trail**

This problem [120, 113, p. 54] requires the generation of a control algorithm to guide an artificial ant. The algorithm controls the movements of the artificial ant on a 32x32 toroidal grid. The algorithm can make use of conditional statements, as well as several operations to collect 89 pieces of food located along a broken trail (the Santa Fe ant trail). These operations are: foodAhead(), enabling the ant to check if there is food in the tile directly facing it, as well as right(), left() and move(). The grammar used for this problem is presented in Figure 6.2b. The latter three operations consume one unit of energy each. The aim of the problem is that the ant will collect all food pieces along the trail before consuming all 600 units of energy. Fitness, which is being minimised, is the quantity of remaining food pieces when available energy has reached zero. Mean best fitness and average fitness plots can be seen in Figure 6.4. The mean best fitness values for
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GE and TAGE are 33.75 and 9.13 respectively. The Mann-Whitney U p-value of 3.73e-133 is below the threshold value of 0.05. This rejects the null hypothesis $H_0$ for this setup. A similar trend to the previous problem is seen in the mean average fitness values for TAGE populations on this problem. From the mean average population fitness plot in Figure 6.4 it can be seen that TAGE average population fitness is much farther from the optimum than GE. The performance values are listed in Table 6.2, and all $p$-values are presented in Table B.1.

Symbolic Regression

The objective of this problem is to evolve the classic quartic function, $x + x^2 + x^3 + x^4$ [113, p. 203]. Fitness is measured as the residual sum of squares (RSS) across 20 test cases drawn at initialisation from a uniform distribution in the range $[-1, 1]$. Due to imprecision in computational numerical representations and many perfect solutions of different forms existing in the search space, a successful solution is reported when the RSS is less than
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Figure 6.5: Mean best (left) and mean average population (right) fitness plots for the quartic symbolic regression problem with error bars of one standard deviation. A log scale is used on the y axis of the mean average population fitness plot to help account for the outlier. The fitness spikes are caused by exceptionally large GE phenotypes being evaluated. There are no visible fitness spikes for TAGE as TAGE chromosomes don’t grow as quickly as GE chromosomes.

The grammar used for this problem is presented in Figure 6.2c. Mean best fitness and average fitness plots can be seen in Figure 6.5. The mean best fitness values for GE and TAGE are 0.1599542 and 0.0007011973 respectively. The Mann-Whitney U $p$-value is $1.19\times10^{-96}$, below the threshold value of 0.05. This rejects the null hypothesis $H_0$ for this setup. While the TAGE best fitness values seen in Figure 6.5 are lower than those of GE, the mean average population fitness is again farther from the optimum. The performance values are listed in Table 6.2, and all $p$-values are presented in Table B.1.

**Six Multiplexer**

This problem requires the generation of a correct two address and four data bit Boolean multiplexer function [113, p. 169]. For each of the $2^6$ test cases, the enumeration of all
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possible values for the six bits, the generated function should return the value of one specific data bit. The data bit whose value ought to be returned is determined by the two address bits. Acting as a two digit binary number, these bits allow one of the four outputs to be selected. Fitness is calculated as the number of incorrect test cases, with a perfect fitness of zero for a solution returning the correct value for all 64 test cases. The grammar used for this problem is presented in Figure 6.2d. Mean best fitness and average fitness plots can be seen in Figure 6.6. The mean best fitness values for GE and TAGE are 10.884 and 0.71 respectively. The Mann-Whitney U p-value is 8.78e-160, below the threshold value of 0.05, rejecting the null hypothesis \( H_0 \) for this setup. This problem also displays the trend of TAGE populations being, on average, farther from the optimum. The performance values are listed in Table 6.2, and all p-values are presented in Table B.1.
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Table 6.2: A comparison of results obtained by GE and TAGE across the benchmark problems. The mean best and mean average fitness values across 500 runs at the final generation, correct to four decimal places, and the number of successful runs are reported. Mann-Whitney U tests are performed on best fitness data with shaded cells representing a $p$-value < 0.05, rejecting $H_0$ for that setup. All $p$-values are given in Table B.1.

<table>
<thead>
<tr>
<th></th>
<th>Mean Best Fitness (Standard Dev.)</th>
<th>Mean Avg. Fitness (Standard Dev.)</th>
<th>Successes (500)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Even five parity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>0.762 (2.2662)</td>
<td>4.1941 (2.3622)</td>
<td>446</td>
</tr>
<tr>
<td>TAGE</td>
<td>0.032 (0.3567)</td>
<td>12.852 (0.6104)</td>
<td>496</td>
</tr>
<tr>
<td><strong>Santa Fe ant trail</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>33.75 (10.4377)</td>
<td>39.1067 (8.873)</td>
<td>5</td>
</tr>
<tr>
<td>TAGE</td>
<td>9.13 (10.6576)</td>
<td>68.4369 (3.6640)</td>
<td>224</td>
</tr>
<tr>
<td><strong>Symbolic regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>0.16 (0.0946)</td>
<td>14.4539 (5.9742)</td>
<td>79</td>
</tr>
<tr>
<td>TAGE</td>
<td>0.0007 (0.0057)</td>
<td>21.4611 (7.3683)</td>
<td>489</td>
</tr>
<tr>
<td><strong>6 Multiplexer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>10.884 (4.3874)</td>
<td>12.2464 (3.5420)</td>
<td>14</td>
</tr>
<tr>
<td>TAGE</td>
<td>0.71 (1.9103)</td>
<td>14.9194 (2.3139)</td>
<td>423</td>
</tr>
</tbody>
</table>

6.1.4 Discussion

Taking the mean best fitness values and the results of the Mann-Whitney U tests performed, which are reported in Table 6.2, into account, the null hypothesis $H_0$, that there is no difference in performance when making use of TAGs in GE, can be rejected for this comparison.

Compared to standard GE, TAGE performs better on the experiments described in this section. Table 6.2 shows that of the four problems tested, TAGE finds more solutions than GE which achieve perfect fitness values across the 500 runs. This performance boost is reiterated when examining the mean best fitness at the end of the 200 generations. In each case, TAGE outperforms GE. Additionally, this is reflected by the mean best fitness plots in Figure 6.3 - Figure 6.6, whereby TAGE repeatedly shows an ability to find fitter solutions in fewer generations than GE, effectively searching the solution space more.
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efficiently. Additionally, while no direct examination of bloat is performed on TAGE, from Figure 6.7 for the symbolic regression problem (and Figure B.7 for all problems), it can be seen that even though TAGE trees are larger, the size of these trees appears to level off as the generations progress, a trend which is not usually seen in bloat prone representations. Bloat results in tree size increasing throughout the generations.

A number of differences between the GE and TAGE can affect their ability to search when compared using similar settings. The most apparent of these differences from the comparison performed is as a result of the size of the basic structures used by each representation to construct their respective derivation trees. In standard GE, using a CFG, individual terminal and non-terminal symbols are combined when constructing a derivation tree. However, in TAGE, elementary trees, which are themselves composed of groups of terminal and non-terminal symbols, are combined to create a derivation tree. The result of this is that TAGE has a much more compact genotype in terms of length, with each TAGE codon having coding for a larger part of a phenotype than a GE codon. Also, the same number of TAGE codons mapping to much larger derivation trees, and hence, phenotypes than GE. This removes any bias present in the grammar with regards to generated tree size, with the chromosome length being solely responsible for tree and phenotype size. This puts the onus onto the method of initialisation and the variation operations to ensure chromosome length can be sufficiently varied during evolution.

This difference is apparent when the size of the derivation trees generated over the 500 runs for the quartic symbolic regression problem are observed in Figure 6.7. Both the initial average TAGE derived tree size (number of nodes) and average tree depth are greater than those of GE for the same initial chromosome size, and they remain larger for the 200 generations. Indicating that for a fixed initial chromosome length, the generated TAGE trees and phenotypes are larger than those of GE. This trend is repeated across three of the four problems (Figure B.7 and Figure B.8). It is possible that more solutions to these
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Figure 6.7: Mean node count (left) and mean tree depth (right) plots for GE derivation trees and TAGE derived trees for the quartic symbolic regression problem with error bars of one standard deviation. The node count and depth plots for all problems are provided in Figure B.7 and Figure B.8 respectively.

problems lie within the region of larger tree sizes, and that this difference in representation may be advantageous to TAGE for the experiments presented here. This is investigated further in Section 6.2.1.

The problem for which this trend did not hold is the even parity problem. This result may be explained by examining the grammar in Figure 6.2a. This grammar is an explosive grammar [63], which, in conjunction with the large chromosome size shown in Figure B.5a, would allow the large tree growth displayed by GE when solving this problem.

Another representational difference which can affect the ability to search is the size of the effective, or encoding region of the chromosome. In canonical GE, the genotype to phenotype mapping algorithm consumes codons until there are no remaining non-terminal leaf nodes in the derivation tree. The number of codons that are read from a random chromosome and the size of the resulting derivation trees and phenotypes are, therefore, highly dependent on the grammar [63]. As such, the ratio of encoding to non-coding regions
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can affect the effectiveness of GE’s variation operations. While operators operating in the non-coding region of a GE chromosome can allow movement along fitness neutral pathways, overuse of operators in this region can hamper search. Single-point crossover, in particular, can be detrimental when allowed to operate in the non-coding region. Crossover can cause chromosomal growth, and if this growth occurs in the non-coding region without affecting fitness, then the likelihood of crossover recurring in this region increases, as crossover points are chosen uniformly. This can cause a runaway effect in terms of total chromosome length and the ratio of non-coding to encoding region sizes. In TAGE, this problem never arises as the genotype to phenotype mapping makes use of the entire chromosome, and there is no non-coding region. This can be seen for the quartic symbolic regression problem in Figure 6.8, and for all other problems in Figure B.5 and Figure B.6. A side-effect of this feature is that, unlike in GE, the concept of an invalid or non-terminating individual doesn’t exist when using the TAGE representation due to the feasibility property of TAGs. As a valid TAGE derivation, and therefore derived, tree is produced from the first codon, and is guaranteed to be valid after each successive adjunction operation, it is not possible to produce an incomplete TAGE derived tree.

Interestingly, a surprising observation about TAGE is apparent from these results. While TAGE outperforms GE in terms of mean best fitness at the end of the runs and the number of perfect solutions found by these experiments, the mean average fitness values produced by TAGE are consistently worse than those of GE. That is to say, even though TAGE outperforms GE, the whole TAGE population, on average, appears to maintain a worse fitness than that of GE. While GE populations tend to converge towards the most fit individuals, TAGE populations do not. This property of TAGE is apparent in Figure 6.3 - Figure 6.6 and in Table 6.2. This property could equate to better diversity within the population which has been shown in the past to lead to improved performance by avoiding premature convergence to local optima. Further investigation into this is given
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Figure 6.8: Mean chromosome length (left) and mean effective chromosome length (right) plots for GE derivation and TAGE derived trees for the quartic symbolic regression problem with error bars of one standard deviation. The mean chromosome length and mean effective length plots for all problems are provided in Figure B.5 and Figure B.6 respectively.

in Chapter 7.

6.2 Analysis of Representational Differences

Section 6.1.4 highlights differences between the GE and TAGE representations. Such differences, inherent to each representation, can make a fair comparison between the two difficult. However, by taking account of and examining the effect of each difference, further insight may be provided into the total effect produced by the change in representation from CFGs to TAGs.

This section outlines some of these differences and examines their effect on the comparison of performance, i.e., how the differences may be of benefit to TAGE over GE or vice versa. Firstly, the importance of the initial length of chromosome is examined in the context of GE and TAGE, and how it might affect search when used with random initial-
isation. Next, the topic of invalid individuals is examined, a property of GE not present in TAGE. Additionally, the potency of the crossover operator is examined, and how differences in the representation such as non-coding regions in the chromosome which are seen in GE and not TAGE can affect the behaviour of common operators such as single-point crossover.

6.2.1 Initial Chromosome Length

While the experiments performed in Section 6.1 make use of a common initial chromosome length of 15 for both GE and TAGE, differences in the two representations, e.g., size of the basic derivation structure and properties of the mapping procedure, can yield very different behaviours from this common starting condition. An example of this can be seen in Figure 6.7 where initial derivation tree sizes are far larger for TAGE than GE.

To investigate the effect of the initial chromosome length, the comparison described in Section 6.1 is repeated here on varied initial chromosome lengths for both GE and TAGE. The original length of 15 is shown, with lengths of 30, 60 and 120 codons also used.

Experiments to examine the following null hypothesis are presented:

\[ H_{a0} : \text{There is no difference in performance between TAGE and GE when initialising with different length randomly generated genotypes} \]

with the accompanying alternate hypothesis:

\[ H_{a1} : \text{There is a difference in performance between TAGE and GE when initialising with different length randomly generated genotypes} \]

The comparison between TAGE and standard GE from Section 6.1 is performed again using
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a number of different chromosome lengths. $H_{a0}$ is tested by comparing the distributions of best fitness values produced by both representations with all variants of chromosome length at the final generation of each run using the Mann-Whitney U, two-tailed, non-parametric test with a 5% level of significance.

Results

From Figure 6.9a and 6.9b it is clear that for randomly initialised chromosomes, in combination with the grammars used, the lengthening of the initial chromosome has little effect on the size and the depth of the resulting GE derivation trees. However, the increase in initial chromosome length does proportionally affect these properties over the course of the runs. The increases in length provide more codons for mapping after variation operations are applied, resulting in less invalid individuals, as can be seen in Figure 6.9c, and the final row of Table 6.4. This decrease in invalids being generated can be beneficial to GE.

TAGE, on the other hand, which consumes the entire chromosome during mapping, with the exception of a single codon (see Section 5.2), has a proportional increase in both initial TAGE derived tree size and depth. The lengthening of the chromosome and magnitude of the increase in tree size correlates with a decrease in the mean best fitness values and the number of successful solutions found by TAGE. These values are presented in Table 6.3, with the results of the two-tailed Mann-Whitney U significance tests reported in Table 6.4. There is a statistically significant difference in the distribution of the final generation best fitness values of TAGE and GE for all but one comparison. For the even five parity problem, when initialising with chromosome lengths of 120 codons, the null hypothesis $H_{a0}$ cannot be rejected. However, TAGE best fitness value distributions consistently have lower mean values than those of GE across all comparisons.
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![Figure 6.9: Plots for GE derivation trees and TAGE derived trees on the quartic symbolic regression problem with error bars of one standard deviation. The plots for all problems are given in Figure B.9, B.10 and B.11 respectively.](image)

(a) Mean tree size  
(b) Mean tree depth  
(c) Mean invalid count
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Table 6.3: A comparison of results obtained by GE and TAGE across the benchmark problems for varied initial chromosome lengths. The mean best fitness values across 500 runs for the final generation and the total number of successful runs are reported, correct to four decimal places.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>TAGE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
<td>Mean Best Fitness (SD)</td>
</tr>
<tr>
<td></td>
<td>EFP</td>
<td>SF</td>
<td>SR</td>
</tr>
<tr>
<td>15</td>
<td>0.762 (2.2662)</td>
<td>446</td>
<td>0.032 (0.3567)</td>
</tr>
<tr>
<td>30</td>
<td>0.536 (1.9121)</td>
<td>461</td>
<td>0.058 (0.5051)</td>
</tr>
<tr>
<td>60</td>
<td>0.586 (1.9479)</td>
<td>454</td>
<td>0.076 (0.4719)</td>
</tr>
<tr>
<td>120</td>
<td>0.352 (1.4942)</td>
<td>470</td>
<td>0.144 (0.7101)</td>
</tr>
<tr>
<td>15</td>
<td>33.75 (10.4377)</td>
<td>5</td>
<td>9.13 (10.6576)</td>
</tr>
<tr>
<td>30</td>
<td>29.038 (13.1967)</td>
<td>18</td>
<td>12.246 (12.0733)</td>
</tr>
<tr>
<td>60</td>
<td>27.298 (13.4509)</td>
<td>25</td>
<td>14.896 (12.6748)</td>
</tr>
<tr>
<td>120</td>
<td>27.186 (14.2802)</td>
<td>29</td>
<td>17.776 (13.7793)</td>
</tr>
<tr>
<td>15</td>
<td>0.1600 (0.0946)</td>
<td>79</td>
<td>0.0007 (0.0057)</td>
</tr>
<tr>
<td>30</td>
<td>0.0887 (0.1015)</td>
<td>182</td>
<td>0.0016 (0.0091)</td>
</tr>
<tr>
<td>60</td>
<td>0.0541 (0.0835)</td>
<td>208</td>
<td>0.0017 (0.0083)</td>
</tr>
<tr>
<td>120</td>
<td>0.0440 (0.0758)</td>
<td>218</td>
<td>0.0034 (0.0154)</td>
</tr>
<tr>
<td>15</td>
<td>10.884 (4.3874)</td>
<td>14</td>
<td>0.71 (1.9103)</td>
</tr>
<tr>
<td>30</td>
<td>10.086 (4.4809)</td>
<td>27</td>
<td>0.742 (1.7815)</td>
</tr>
<tr>
<td>60</td>
<td>9.738 (4.4395)</td>
<td>25</td>
<td>0.802 (1.6493)</td>
</tr>
<tr>
<td>120</td>
<td>9.28 (4.5917)</td>
<td>33</td>
<td>1.312 (2.2461)</td>
</tr>
</tbody>
</table>

Table 6.4: Mann-Whitney U test results for best fitness values at generation 200 on varying initial chromosome size. Shaded cells represent \( p \)-values < 0.05. \( p \)-values are provided in Table B.2. Separately, each cell is labelled with T or G, indicating whether TAGE or GE has a better mean best fitness. The final row shows the mean number of invalids generated during initialisation by GE.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>TAGE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EFP</td>
<td>SF</td>
<td>SR</td>
</tr>
<tr>
<td>15</td>
<td>T T T T T T T T</td>
<td>T T T T T T T T</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>T T T T T T T T</td>
<td>T T T T T T T T</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>T T T T T T T T</td>
<td>T T T T T T T T</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>T T T T T T T T</td>
<td>T T T T T T T T</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>27.13</td>
<td>19.55</td>
<td>14.52</td>
</tr>
</tbody>
</table>
6.2.2 The Effect of Invalids

As seen in Section 6.2.1, by increasing the initial chromosome length for random initialisation, GE can minimise the number of invalids generated during initialisation, as well as reduce the risk of invalids being produced over the course of a run. Invalids, however, remain an active difference between GE and TAGE. Variation operations in GE can introduce invalids into the population. While automatically given a poor fitness value, invalids reduce selection pressure by contending in tournament selection. This reduces the ability of GE to search efficiently. The lack of invalid individuals in TAGE could give it an advantage over GE. In order to address this representational difference, invalids are removed from GE by implementing population validation. Population validation monitors the population for invalid individuals which are produced by variation operations. If an invalid is found, that individual is removed from the population, and replaced by a copy of its valid parent individual. If crossover is used to produce the invalid individual, a single parent individual is chosen with a uniform probability. Population validation has no effect on the performance of TAGE as the representation cannot generate invalids.

Experiments to examine the following null hypothesis are presented:

\[ H_{00} : \text{There is no difference in performance between TAGE and GE when replacing invalid individuals with a valid parent individual} \]

with the accompanying alternate hypothesis:

\[ H_{01} : \text{There is a difference in performance between TAGE and GE when replacing invalid individuals with a valid parent individual} \]

The comparison between TAGE and standard GE from Section 6.2.1 is performed again.
with population validation enabled for GE. The best and mean population fitness values are recorded. $H_{b0}$ is tested by comparing the distributions of best fitness values produced by both representations at the final generation of each run using the Mann-Whitney U, two-tailed, non-parametric test with a 5% level of significance.

Results

The effect of population validation on the number of invalid individuals in the population for the quartic symbolic regression problem can be seen in Figure 6.10, showing that invalid individuals after the first generation are completely removed. The benefit of replacing invalids with parent individuals is inconclusive for most of the problems examined, see Table 6.5, with GE improving marginally on some problems and performing worse on others. However, a notable improvement is seen by GE on the symbolic regression problem. The results of the two-tailed Mann-Whitney U significance tests are reported in Table 6.6. There is a statistically significant difference in the distribution of best fitness values of TAGE and GE for all but one problem, the even parity problem. For this problem, there is no significant difference on 25% of the comparisons. In particular, those of GE with initial lengths of 30, 60 and 120 codons compared to TAGE with an initial length of 120, as well as GE with length 30, compared to TAGE with length 60. For all combinations of initial lengths, with population validation enabled, TAGE produces distributions of end of run best fitness values with better mean values than those of GE.

6.2.3 Operator Effectiveness

While both GE and TAGE share the same genotype, enabling the use of the same variation operations, the effect of those operations over the course of a run vary due to other properties of the representations. For example, the encoding region of a TAGE chromosome uses up the entire chromosome, with at most one intron at the end of the chromosome,
Figure 6.10: Mean invalid individual count without validation plot for GE and TAGE for the quartic symbolic regression problem with error bars of one standard deviation. With population validation, invalids are eliminated from all but the initial generation. The mean best fitness and mean invalid individual count plots for all problems are provided in Figure B.12 and Figure B.13 respectively.
### 6.2. Analysis of Representational Differences

Table 6.5: A comparison of results obtained by GE and TAGE across the benchmark problems with population validation enabled. The mean best fitness values across 500 runs for the final generation and the total number of successful runs are reported, correct to four decimal places.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>TAGE</th>
<th></th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td>15</td>
<td>0.652 (2.0726)</td>
<td>451</td>
<td>0.032 (0.3567)</td>
<td>496</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.36 (1.5860)</td>
<td>473</td>
<td>0.058 (0.5051)</td>
<td>491</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.394 (1.5361)</td>
<td>464</td>
<td>0.076 (0.4719)</td>
<td>484</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.308 (1.2650)</td>
<td>465</td>
<td>0.144 (0.7101)</td>
<td>475</td>
</tr>
<tr>
<td>SF</td>
<td>15</td>
<td>32.254 (11.9859)</td>
<td>10</td>
<td>9.13 (10.6576)</td>
<td>224</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>28.222 (13.3298)</td>
<td>27</td>
<td>12.246 (12.0733)</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>26.336 (13.6756)</td>
<td>31</td>
<td>14.896 (12.6748)</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>27.758 (13.7739)</td>
<td>26</td>
<td>17.776 (13.7793)</td>
<td>113</td>
</tr>
<tr>
<td>SR</td>
<td>15</td>
<td>0.0821 (0.1033)</td>
<td>222</td>
<td>0.0007 (0.0056)</td>
<td>489</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.0480 (0.0849)</td>
<td>260</td>
<td>0.0015 (0.0091)</td>
<td>480</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.0367 (0.0739)</td>
<td>269</td>
<td>0.0017 (0.0083)</td>
<td>476</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.0308 (0.0625)</td>
<td>271</td>
<td>0.0034 (0.0154)</td>
<td>467</td>
</tr>
<tr>
<td>6 Mux</td>
<td>15</td>
<td>10.544 (4.2563)</td>
<td>8</td>
<td>0.71 (1.9103)</td>
<td>423</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>9.794 (4.3747)</td>
<td>23</td>
<td>0.742 (1.7815)</td>
<td>411</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>9.614 (4.6592)</td>
<td>29</td>
<td>0.802 (1.6493)</td>
<td>381</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>9.164 (4.5982)</td>
<td>27</td>
<td>1.312 (2.2461)</td>
<td>337</td>
</tr>
</tbody>
</table>

Table 6.6: Mann-Whitney U test results for best fitness values at generation 200 with varied initial chromosome size with population validation enabled. Shaded cells represent $p$-values < 0.05. $p$-values are given in Table B.3. Each cell is labelled with T or G, indicating whether TAGE or GE has a better mean best fitness. The final row shows the mean number of invalids generated during initialisation by GE.
6.2. ANALYSIS OF REPRESENTATIONAL DIFFERENCES

whereas the encoding region of a GE chromosome can be of any size. This property has an effect on the variation operations. While both operations, mutation and crossover, can occur in the non-coding region without affecting either the phenotype or fitness, crossover alone will affect the size of this region when occurring within it. If the size of the non-coding region increases, the probability of an operator being reapplied within this region also increases. This process, reoccurring with increasing probability each time the region grows, can cause the region to reach extreme sizes, becoming much larger than the encoding region. As the non-coding region grows, the effectiveness of mutation and crossover as search operators is reduced. TAGE chromosomes do not display this type of growth. As crossover is the only operator capable of modifying the length of a TAGE chromosome and there is no non-coding region in TAGE, changes in length of chromosome due to crossover have a greater chance of affecting fitness, with selection pressure operating on any changes causing a reduction in fitness.

To address the chromosomal growth displayed by GE, TAGE is compared to GE where the selection of crossover points is restricted to the expressed region of the chromosome. This restriction has no effect on the performance of TAGE.

Experiments to examine the following null hypothesis are presented:

\( H_{c0} \) : There is no difference in performance between TAGE and GE when selecting crossover points from the encoding region exclusively

with the accompanying alternate hypothesis:

\( H_{c1} \) : There is a difference in performance between TAGE and GE when selecting crossover points from the encoding region exclusively
6.2. ANALYSIS OF REPRESENTATIONAL DIFFERENCES

The comparison between TAGE and standard GE from Section 6.2.1 is repeated with crossover points only being chosen from the encoding region of GE chromosomes. The best and mean population fitness values are recorded. $H_{o}$ is tested by comparing the distributions of best fitness values produced by both representations at the final generation of each run using the Mann-Whitney U, two-tailed, non-parametric test with a 5% level of significance.

Results

The effect of this crossover restriction on the growth of the GE chromosome is large and is shown for the quartic symbolic regression problem in Figure 6.11, with a reduction from a peak mean chromosome length of $\sim$600 codons to $\sim$200 codons for the initial chromosome length of 120 codons. The effect of this restriction on performance is also quite large, with improvements for GE in both the mean best fitness values and the total number of successful runs across all problems. These values are reported in Table 6.7.

The results of the two-tailed Mann-Whitney U significance tests on the distributions of best fitness values at the final generation are shown in Table 6.6. The improvement seen in GE reduces the number of comparisons between TAGE and GE where the distributions of values differ with $p$-values < 0.05 to seven out of the 16 comparisons performed on the even parity problem. With GE having better mean best fitness values than TAGE for five of those seven occurrences, specifically when TAGE is initialised with chromosome lengths of 60 and 120. Similarly, for the Santa Fe ant trail problem, TAGE does best when initialised with shorter chromosome lengths, while conversely, GE does best when it is initialised with the larger chromosome lengths.
6.2. ANALYSIS OF REPRESENTATIONAL DIFFERENCES

Figure 6.11: Mean chromosome length with no restriction on crossover points (left) and with only encoding region crossover points (right) plots for GE and TAGE for the quartic symbolic regression problem with error bars of one standard deviation. The mean best fitness and mean chromosome length plots for all problems are provided in Figure B.14 and Figure B.15 respectively.
### 6.2. ANALYSIS OF REPRESENTATIONAL DIFFERENCES

Table 6.7: A comparison of results obtained by GE and TAGE across the benchmark problems with encoding region restricted crossover. The mean best fitness values across 500 runs for the final generation and the total number of successful runs are reported, correct to four decimal places.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.144 (0.9278)</td>
<td>486</td>
</tr>
<tr>
<td>30</td>
<td>0.04 (0.4180)</td>
<td>495</td>
</tr>
<tr>
<td>60</td>
<td>0.028 (0.2956)</td>
<td>495</td>
</tr>
<tr>
<td>120</td>
<td>0.066 (0.4405)</td>
<td>487</td>
</tr>
<tr>
<td>SF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>18.472 (12.0756)</td>
<td>59</td>
</tr>
<tr>
<td>30</td>
<td>12.996 (12.5883)</td>
<td>141</td>
</tr>
<tr>
<td>60</td>
<td>9.46 (11.3433)</td>
<td>177</td>
</tr>
<tr>
<td>120</td>
<td>9.968 (11.7367)</td>
<td>204</td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.1148 (0.1227)</td>
<td>249</td>
</tr>
<tr>
<td>30</td>
<td>0.0354 (0.0845)</td>
<td>414</td>
</tr>
<tr>
<td>60</td>
<td>0.0079 (0.0401)</td>
<td>470</td>
</tr>
<tr>
<td>120</td>
<td>0.0069 (0.0366)</td>
<td>474</td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4.154 (3.9198)</td>
<td>175</td>
</tr>
<tr>
<td>30</td>
<td>4.008 (3.7202)</td>
<td>173</td>
</tr>
<tr>
<td>60</td>
<td>4.128 (3.7389)</td>
<td>159</td>
</tr>
<tr>
<td>120</td>
<td>4.552 (4.6941)</td>
<td>133</td>
</tr>
</tbody>
</table>

Table 6.8: Mann-Whitney U test results for best fitness values at generation 200 with varied initial chromosome size and encoding region restricted crossover. Shaded cells represent p-values < 0.05. p-values are provided in Table B.4. Each cell is labelled with T or G, indicating whether TAGE or GE has a better mean best fitness. - indicates the same value for both TAGE and GE.
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6.2.4 Discussion

From the differences in the representations examined in this section it is seen that initial chromosome length plays an important role in the performance of both GE and TAGE. When initialised with the similar chromosome lengths using random chromosomes the two representations behave quite differently.

Shorter chromosomes are preferred by TAGE due to the size of TAGE derived trees and resulting phenotypes being directly proportional to the chromosome size. TAGE performs worse when initialised with a population consisting entirely of very large individuals.

Inversely, longer initial chromosomes are desirable for GE. Random initialisation in GE tend towards generating smaller derivation trees [63]. Increasing the initial chromosome length doesn’t have a large effect on the size of generated derivation trees. However, by lengthening the chromosome, a larger non-coding region, or tail, is provided. Longer tails increase the chance that individuals will terminate while mapping from genotype to phenotype [157]. Therefore, increasing the length of the initial chromosomes not only reduces the number of invalids in the initial population, but also throughout the run thereafter. Invalid individuals are undesirable in the population as they reduce the diversity of the population, in addition to reducing selection pressure by participating in selection tournaments.

Due to the trend of GE generating smaller trees when randomly initialised, other initialisation methods are preferred [63], and are discussed in the context of TAGE in Chapter 8. TAGE, however, does not suffer from the same initialisation problems as GE. As the size of TAGE derivation trees is a function of chromosome length, ramped random initialisation is a viable, computationally inexpensive, initialisation method for generating individuals of varied sizes when using TAGs in GP [61].

TAGE also does not suffer from the generation of invalid individuals. While using longer initial chromosomes in the population reduces the effect of invalids in GE and re-
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placing them entirely throughout a run with parent individuals, TAGE remains to perform significantly better than GE on the majority of setups comparing the problems.

In addition, ensuring that the operators used by GE do not bias their operation on the non-coding tail of GE chromosomes is very important for the performance of GE. When this is enforced, by allowing crossover points to be only chosen with the encoding region, GE operates as well as TAGE in a number of comparisons for three of the four problems examined, and indeed, performing significantly better than TAGE when initialised with longer chromosome lengths, of 60 and 120 codons in particular, on the even five parity and Santa Fe ant trail problems. The operators used by TAGE, can only operate on the expressed region as TAGE has no non-coding tail. A side effect of this is that TAGE, with at most a single intron, has little ability for neutral evolution, whereby chromosome modification doesn’t bring about a change in phenotype and/or fitness. The only opportunities for neutral evolution at the phenotypic level in TAGE is that which is provided by the redundant mapping inherent to the GE genotype-phenotype mapping rule, as well as between any symmetric elementary trees that exist in the TAG. There is more opportunity for neutral evolution at the fitness level, with TAGE’s specific landscape connectivity (discussed in Chapter 7) potentially allowing access to fitness neutral pathways.

For completeness, the mean best fitness values and total number of successful runs for GE with both population validation and encoding region only crossover points enabled are provided in Table 6.9, with statistical significance reported in Table 6.10.

6.3 Summary

In this chapter a comparison is conducted between TAGE and canonical GE, which demonstrates that the use of TAGs in GE can have a beneficial effect on ability of the GE algorithm to move through the solution search space and to find successful solutions. However,
6.3. SUMMARY

Table 6.9: A comparison of results obtained by GE and TAGE across the benchmark problems with population validation enabled and encoding region restricted crossover. The mean best fitness values across 500 runs for the final generation and the total number of successful runs are reported, correct to four decimal places.

<table>
<thead>
<tr>
<th>Problem</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.194 (1.0151)</td>
<td>480</td>
</tr>
<tr>
<td>30</td>
<td>0.168 (0.9238)</td>
<td>482</td>
</tr>
<tr>
<td>60</td>
<td>0.326 (1.1994)</td>
<td>460</td>
</tr>
<tr>
<td>120</td>
<td>0.362 (1.2674)</td>
<td>454</td>
</tr>
<tr>
<td>SF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>16.004 (12.7729)</td>
<td>99</td>
</tr>
<tr>
<td>30</td>
<td>10.946 (11.8881)</td>
<td>161</td>
</tr>
<tr>
<td>60</td>
<td>10.018 (11.6039)</td>
<td>168</td>
</tr>
<tr>
<td>120</td>
<td>10.012 (11.5394)</td>
<td>178</td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.0688 (0.1094)</td>
<td>312</td>
</tr>
<tr>
<td>30</td>
<td>0.0259 (0.0687)</td>
<td>387</td>
</tr>
<tr>
<td>60</td>
<td>0.0193 (0.0593)</td>
<td>409</td>
</tr>
<tr>
<td>120</td>
<td>0.0138 (0.0470)</td>
<td>414</td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4.658 (3.9674)</td>
<td>154</td>
</tr>
<tr>
<td>30</td>
<td>4.578 (3.7309)</td>
<td>131</td>
</tr>
<tr>
<td>60</td>
<td>4.478 (3.7823)</td>
<td>141</td>
</tr>
<tr>
<td>120</td>
<td>4.514 (3.6814)</td>
<td>133</td>
</tr>
</tbody>
</table>

Table 6.10: Mann-Whitney U test results for best fitness values at generation 200 with varied initial chromosome size, population validation enabled and encoding region restricted crossover. Shaded cells represent p-values < 0.05. p-values are given in Table B.5. Each cell is labelled with T or G, indicating whether TAGE or GE has a better mean best fitness.

<table>
<thead>
<tr>
<th>Problem</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Best Fitness (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
a number of differences between the representations are highlighted. This leads to further analysis of the two representations.

These representational differences are singled out and examined by performing further comparisons. It is shown that, while each of the differences contribute towards the performance improvement shown by TAGE on a number of problems, further analysis is required to better understand how TAGE more effectively traverses the search and solution spaces, as compared to GE.

The experiments in this chapter uncover some interesting results and properties of TAGE, including effective initialisation using randomly generated chromosomes, minimal extraneous growth of the chromosome, and the increase of connectivity of the search space which might help TAGE maintain diversity.

The following chapter investigates the property of TAGE outlined at the end of Section 6.1.4, that TAGE populations consistently maintain mean fitness values that are much farther away from the optimum than those of GE populations. This apparent decrease in convergence towards the optimum displayed by TAGE populations is considered, and the effect of variation operations on GE and TAGE is compared. In particular, the effect of the integer flip mutation operator on both representations is examined in order to ascertain how the use of TAGs in GE increases the connectivity of the search space and decreases the rate convergence.
Chapter 7

Examining Connectivity in TAGE - Mutation Landscapes

This chapter examines the change in representation from GE to TAGE. In particular this chapter aims to address an observation made in Chapter 6. It states that on average, the mean fitness values of TAGE populations are farther from the optimum than those of GE. The chapter outlines a landscape model which is used to visualise and compare the two representations when mutation alone is acting upon the individuals. It is shown that under single-change mutation, TAGE is much more connected, i.e., any one phenotype can be mutated to many more other phenotypes than GE. It is also shown that for the grammars used, in conjunction with the integer-flip mutation operation, shorter GE phenotypes have a disproportionately high frequency of connections amongst themselves and to a lesser extent with the rest of the phenotypes. This indicates that the CFGs used in this study have a bias towards shorter phenotypes, i.e., in the enumerated set of genotypes, the fewer codons used to map a specific phenotype, the larger the proportion of that set the genotypes which map to that phenotype make up. The work presented in this chapter is based upon the work published by Murphy et al. [142].

Representation is a very important component of any evolutionary algorithm. Changing the representation can cause an algorithm to perform very differently. The effect of such a change may not be immediately obvious and can be difficult to understand.
One such change is outlined in Section 6.1.4. By extending GE to make use of TAGs, rather than the standard CFGs, an increase is observed in the ability of the algorithm to find solutions with better fitness in fewer generations, as well as finding more successful solutions overall for the problems examined (Table 6.2). While the best fitness in the population is better, on average, for TAGE than that of GE, the mean fitness of TAGE populations are further from the optimum than those of GE.

This chapter is concerned with this change in representation, from GE to TAGE. In particular, the chapter aims to better understand how that change produces the observed effect of worse mean population fitness. Previous work has examined how the TAG representation overcomes some of the structural difficulties present in GP [85], but the full extent of how TAGs affect GE is unclear. Koza and Poli [111] said that visualising the program search space would be useful and help us understand how an algorithm operates. However, viewing the entire search space is difficult due to its large size and high complexity.

Landscapes, a tool to help understand complex processes [95], are employed here in an attempt to further understand the GE algorithm and how the choice of representation affects its performance. Using a single variation operation, Integer Flip Mutation (IFM), landscapes for both TAGE and GE are examined. The IFM operation, as described in Section 2.4.4, is the modification of a single codon, replacing the existing value with a new integer value drawn from a uniform distribution.

This study compares visualisations of the single IFM landscapes of both GE and TAGE on the grammars of a series of problems in an attempt to further understand how the change in representation affects the algorithm’s ability to search. To alleviate the visualisation problem, subsets of the landscapes are visualised by means of a method little used in the field of GP, adjacency matrices.

The remainder of this chapter is organised as follows. Section 7.1 provides an introduction to the landscape model used in this study. Section 7.2 outlines the generation of
homologous landscapes for both representations, ensuring that the landscapes are comparable. The methods of visualisation and the resulting adjacency matrices are presented in Section 7.3, followed by a discussion of these results in Section 7.4. Conclusions and a summary of the chapter are given in Section 7.5.

7.1 Landscapes

The landscape model used in this paper is as defined by Jones [95], where he quotes Nilsson [160], “In its broadest sense, problem solving encompasses all of computer science because any computational task can be regarded as a problem to be solved.”, Pearl [185], “Every problem-solving activity can be regarded as the task of finding or constructing an object with given characteristics”, and Rich [194], “Every search process can be viewed as a traversal of a directed graph in which each node represents a problem state and each arc represents a relationship between the states represented by the nodes it connects”, stating that from the above statements one can conclude that search is ubiquitous and that it can be described as a process on a graph structure [95]. It is for this reason that he adopts a graph as a view of his landscape model.

The landscape model, $L$, is written as the quintuple

$$L = (R, \phi, f, F, >_F)$$

where $R$ is the representation space, $\phi$ is the operator (in this case a genetic operator), the function $f$ which maps a multi-set of $R$ to the fitness space, $F$ - i.e., $f : M(R) \mapsto F$, or $f$ is a many-to-one mapping of $R$ onto $F$ - and a partial ordering $>_F$ over $F$.

In order to make use of the landscape model to gain some insight into the behaviour of the system it embodies, $L$ can be used to define a directed labelled graph, $G_L = (V, E)$
where \( V \subseteq M(R) \), \( E \subseteq V \times V \) and \((v, w) \in E \iff \phi(v, w) > 0\). This notation, \( \phi(v, w) \), is introduced by Jones [95] and is used to represent the probability of the operator, \( \phi \), when applied to \( v \), resulting in \( w \), i.e. \( P(\phi(v) \mapsto w) \). If this probability is zero, then no such edge exists in the landscape. Each vertex, \( v \), is labelled with \( f(v) \).

Figure 7.1 presents two example landscape models as directed graphs where \( R \) is the set of all binary strings of length three. The first model (Figure 7.1a) is a single-change operator class landscape. This class of operator, which is used by this study, acts upon and results in a single element of \( R \). A single component of the input is selected and modified, producing an output at exactly a distance of one from the input. If the elements of \( R \) have \( n \) binary components then the graph produced is a hyper-cube of \( n \) dimensions (each vertex has a neighbourhood of size \( n \)), where each vertex can have a maximum degree of \( n \), and each edge in the graph has a minimum transition probability of \( 1/n \). Single-change operators are the simplest class of operator defined by Jones [95].

The second model (Figure 7.1b), which is not used in this study but rather as a counter point, is a mutational operator class landscape. This landscape highlights how complex landscapes can become even while only acting upon \( R \). Rather than acting on a single component of their input, every component of the input is modified according to some probability distribution. The probability of changing any single component is typically small, however, as every component has the ability to change, the distance of the produced output from the input can vary from zero, to completely different. Jones [95] goes on to define two further operator classes, crossover operators which act on \( R^2 \), combining components of pairs of inputs, producing pairs of outputs; and selection operators which act on entire populations (\( M(R) \)). This thesis does not make use of these operators and directs the reader to Jones [95] for further details.
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This section outlines how to make use of the landscape model to provide insight into the behaviour of GE and TAGE when applying single-change IFM operations to their genotypes. The landscapes are defined using the space of valid genotypes, or chromosomes, as \( R \). A valid genotype is one that successfully maps to a phenotype. \( \phi \) is a single-change class operator, the single IFM operator. In this study \( f \) is left unset, as the landscapes are being examined for connectivity alone.

As both GE and TAGE share the same phenotypic space, the produced landscapes are projected into this space to allow for a comparison between them. Figure 7.2 portrays the many-to-one projection of the landscape from genotypic to phenotypic spaces. These landscapes can be viewed as graph structures either where \( V \subseteq M\left( R \right) \), the representation (genotype) space as described above, or where \( V \subseteq g\left( R \right) \) and \( g \) maps from genotype to...
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For both types of graph, the property that \( E \subseteq M(R) \times M(R) \) is retained, i.e., the neighbourhood of a vertex is dependent on \( \phi \) and \( R \) (neighbouring genotypes). The graph model in which \( V \) consists of phenotypes can be thought of as being the original \( R \)-based graph, in which the nodes whose genotypes map to matching phenotypes are collapsed down to a single node.

7.2.1 Restricting Landscape Complexity

In Section 7.1 the landscape model is described and two basic examples are provided in Figure 7.1. While these example landscapes can be easily graphed, as the string length, and hence the number of nodes in the landscape increases, as will happen when applied to GE chromosomes, the complexity of these graphs will also increase. This makes visualisation much more difficult. Additionally, each codon in the chromosome can be used to choose between two or more productions per rule, as opposed to the binary examples provided. This results in a further increase of the complexity of the graphs. In order for visualisation, the landscape must be restricted in some manner.

As the complexity of the landscapes cannot be restricted in terms of the degree of each node, due to this being a property defined by the grammar, the chromosome length is restricted to allow for visualisation. A specific number of codons, \( N \), is selected as the maximum length of a chromosome. A value for \( N \) is independently chosen for each
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grammar examined in order to sufficiently restrict the size of the landscapes making them feasible to work with.

At each chromosome length, from length one to \( N \), an enumeration of all possible chromosomes is performed, building up the representation space, \( R \). It is required that each successive length of chromosome is processed, as with TAGE, mutation alone is unable to modify the number of codons used when mapping, and as such, TAGE would not be able to represent the same set of phenotypes as GE.

7.2.2 Enumeration of the Genotype Space

The enumeration process below is performed for TAGE, producing a set of edges between neighbouring genotypes in the landscape, as well as a set of phenotypes. The resulting phenotypes are used to repeat the process for GE. Rather than setting a chromosome length limit, each successive chromosome length is processed until the set of phenotypes generated by GE contains the set of phenotypes generated by TAGE. The landscapes are generated from the intersection of the two sets of generated phenotypes. Specifically from the genotypes which map to generate these phenotypes and the connections between them.

An outline of the algorithm is provided in Algorithm 7.1.

Chromosome Enumeration

To begin the enumeration, an empty queue of chromosomes is created and a single initial chromosome of length \( n \) is added to the queue. The codons of this initial chromosome are all assigned the same value of zero. A chromosome, \( i \), is removed from the queue, and beginning from the left most codon, \( i \) is mapped in a step-wise manner into a phenotype. Upon reading a codon during this mapping process, the number of mapping choices, \( c \), is noted. \( c \) represents the number of possible IFM operations that could be performed to \( i \) at the current codon. This ignores redundant mutations, i.e., mutating codons to
values $\geq c$, as these would produce equivalent chromosome as the mutations $< c$ when using the GE mapping function. Each of these $c$ mutation operations are independently applied to $i$, producing $c$ new chromosomes. Each of these neighbouring chromosomes are mapped, and if both $i$ and the neighbour are valid, i.e., if the chromosome maps to an executable solution (for TAGE this is not an issue, since all chromosomes are valid), an edge/connection is recorded between $i$ and this chromosome. If any of the newly generated chromosomes have never been observed, they are added to the queue. The mapping of the unmodified $i$ continues and the next codon is read, counting the number of possible mapping choices, generating mutated chromosomes, recording edges, and adding the new chromosomes to the queue if required. This process continues until the mapping process for $i$ terminates, a new chromosome is then removed from the front of the queue and the process repeats itself until the queue is empty.

Once this queue of chromosomes is depleted, the value of $n$ is incremented by one and entire process is repeated with a new initial chromosome, only halting once $n > N$ and the all chromosomes of lengths, up to and including $N$, have been processed. An outline of the algorithm is provided in Algorithm 7.1.

### 7.2.3 Grammars Examined

The landscapes generated by standard GE are compared to those generated by TAGE using grammars commonly used for four classic benchmark problems taken from the GP literature: even five parity, quartic symbolic regression, six multiplexer and the max problem. The grammars which generate the GE landscapes are shown in Figure 7.3. These grammars are transformed into TAGs using Algorithm 3.1, which are then used to generate the TAGE landscapes. The generated TAGs are provided in Appendix B.
7.3. LANDSCAPE VISUALISATION

Algorithm 7.1 Genotype space enumeration for the generation of the IFM landscape. Genotypes are enumerated from length one up to a maximum length $N$. The set of edges between valid genotypes of one IFM operation in length is returned.

**Require:** $N$ - a maximum chromosome length

```plaintext
edges ← ∅
q ← []
n ← 1
for n ← 1 to $N + 1$ do
  init ← generateChromosomeOfZeros(n)
  q.enqueue(init)
while ! q.isEmpty do
  i ← q.dequeue
  valid ← i.map
  for all c in i.codons do
    choices ← i.getMappingChoices(c)
    for choice ← 1 to choice > choices do
      j ← i.generateMutant(c, choice)
      jValid ← j.map
      if valid and jValid then
        edges.add(i, j)
        q.add(j)
  return edges
```

7.3 Landscape Visualisation

Viewing the landscapes as 2D graphs is not feasible due to their large size and high complexity. Adjacency matrices are used instead, visualised using heat maps to map the connections in the landscape, eliminating the visual clutter produced by rendering each edge. Heat maps are little used in GP literature and are a compact and effective way of graphically representing data in a two dimensional map, where the values of the variable being visualised are represented as colours. In this case they can be thought of as a visualisation of the adjacency matrix belonging to the graph representation of the landscape.

Rather than using the genotypic landscape, i.e., where each vertex represents a single genotype from the representation, the phenotypic landscape is used. This is done as comparing the genotypes of two different representations may not be useful, whereas both
The generated TAGs are provided in Appendix B.

representations in question generate the same phenotypic space. Two different types of heat map are used and are outlined in the following sections.

### 7.3.1 Connection Maps

Connection Maps (CM) are binary heat maps of the adjacency matrix where each cell is either set (black) or not set (white). The set of commonly generated phenotypes label each of the axes. For any pair of phenotypes, if there is an edge in the landscape between any two genotypes which map to those phenotypes, then the shared cell is marked. CMs give insight into how well connected each genotype is within the landscape. The denser the CM, the greater the representation’s ability to move from one phenotype to another.

The CMs for both GE and TAGE with each of the grammars can be seen in Figure 7.4-7.11. The axes of these figures are labelled with the phenotypes sorted in ascending order of length, from the top left to the bottom right.
Figure 7.4: GE - Even Five Parity connection maps created with a maximum TAGE chromosome length of three.
Figure 7.5: TAGE - Even Five Parity connection maps created with a maximum TAGE chromosome length of three.
Figure 7.6: GE - Max connection maps created with a maximum TAGE chromosome length of nine.
Figure 7.7: TAGE - Max connection maps created with a maximum TAGE chromosome length of nine.
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Figure 7.8: GE - Symbolic Regression connection maps created with a maximum TAGE chromosome length of five.
Figure 7.9: TAGE - Symbolic Regression connection maps created with a maximum TAGE chromosome length of five.
Figure 7.10: GE - Six Multiplexer connection maps created with a maximum TAGE chromosome length of three.
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Figure 7.11: TAGE - Six Multiplexer connection maps created with a maximum TAGE chromosome length of three.
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7.3.2 Frequency Maps

Frequency Maps address a deficiency of the CMs described above. CMs do not take into account that there may be more than one connection between two phenotypes. This can occur as GE and TAGE have redundant mappings. While redundant codon values were excluded while enumerating the genotype space and generating the landscapes, chromosomes which use many codons to map to a phenotype can be mutated into chromosomes which use fewer codons to map, producing shorter individuals. The frequency of connections between phenotypes is important since if one connection from a phenotype has a high frequency and all of the other connections from that phenotype have a relatively low frequency of connections then there is a much higher probability that a mutation will follow the connections of high frequency. Frequency maps colour each cell from 25% grey (0 connections) to red (200+) depending on the cell’s degree of connectivity. The upper bound of 200 connections was to ensure a feasible colour delta when colour coding the maps due to the large number of relatively low frequency cells and a small number of much higher frequency cells. Frequency maps for each of the four grammars on both representations can be seen in Figure 7.12-7.19.

7.4 Discussion

The CMs in Figure 7.4 through to Figure 7.11 show that phenotypes in the TAGE landscapes, across the grammars examined, are much more connected than the same phenotypes in the GE landscapes. This does not necessarily improve TAGE’s ability to move from one phenotype to another of better fitness since the concept of fitness is not present in the CMs. It was, however, noted in Section 6.1.4 that TAGE maintains a much larger fitness variance within the population than GE, and that this variance might be a result of a more diverse or disperse population. Diversity can help prevent premature convergence
Figure 7.12: GE - Even Five Parity frequency maps created with a maximum TAGE chromosome length of three.
Figure 7.13: TAGE - Even Five Parity frequency maps created with a maximum TAGE chromosome length of three.
Figure 7.14: GE - Max frequency maps created with a maximum TAGE chromosome length of nine.
Figure 7.15: TAGE - Max frequency maps created with a maximum TAGE chromosome length of nine.
Figure 7.16: GE - Symbolic Regression frequency maps created with a maximum TAGE chromosome length of five.
Figure 7.17: TAGE - Symbolic Regression frequency maps created with a maximum TAGE chromosome length of five.
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Figure 7.18: GE - Six Multiplexer frequency maps created with a maximum TAGE chromosome length of three.
Figure 7.19: TAGE - Six Multiplexer frequency maps created with a maximum TAGE chromosome length of three.
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about local optima. The high degree of connectivity visible in the TAGE CMs could be indicative of this property of increased diversity within the populations as individuals have an increased ability to move about the search space, reach more varied phenotypes than GE.

Interestingly, from the CMs it is apparent that mutation alone is not sufficient for TAGE to explore the entire search space. Unlike GE where chromosome size merely bounds the derivation tree, and hence, phenotype size, an IFM can reduce the effective size of the chromosome. This is not the case with TAGE, which makes use of the entire chromosome, and as a result IFM cannot change the size of a TAGE derivation tree or phenotype. The clusters of connections in the top left corner of each of the TAGE sub-figures are the connections between the shorter chromosomes generated during setup, the remainder of the cells are white due to the lack of connections with the phenotypes of the larger chromosome. In order to enable a full exploration of the search space, additional operators capable of changing the length of the chromosome would be needed. However, operators such as crossover act on $R^2$, increasing both the size and complexity of the landscapes greatly [95]. This increase in landscape complexity, a property which already causes issues in this chapter, would make visualisation very difficult.

Furthermore, the frequency maps in Figure 7.12 through Figure 7.19 show that, in GE the shorter phenotypes, produced using fewer codons, have a disproportionately high frequency of connections amongst themselves (see the red cells in the top left corner of each of the GE sub-figures), and to a lesser extent with the rest of the phenotypes (left and top borders of the GE sub-figures). In some cases the frequency of connections of these cells are orders of magnitude greater than the frequency of connections of the larger phenotypes. This indicates that the CFGs used in this study have a bias towards shorter phenotypes. A bias that does not appear in the frequency maps of TAGE’s landscapes. This feature of TAGE may help avoid some of the initialisation problems experienced by GE outlined
by Harper [63]. For example, when a grammar is determined to be explosive, randomly initialised individuals tend to be short, which has a lasting effect on the performance of the algorithm.

### 7.5 Summary

In this chapter, IFM landscapes are generated for a number of commonly used grammars using both CFG-based GE and TAGE. Viewing an entire landscape directly is very difficult [111], as such, the landscapes are restricted in size, and a number of different plots are employed to enable indirect analysis and comparison of the landscapes.

For the grammars examined in this chapter, it is found that phenotypes in the TAGE landscapes have a much higher degree of connectivity to the rest of the phenotypes than their counterparts in the GE landscapes. Moreover, it has been discovered that the connectivity in the TAGE landscapes is much more evenly distributed between the other phenotypes in the landscape. Whereas in the GE landscape, shorter phenotypes are much more densely connected, not only between themselves, but also to a lesser extent with the rest of the landscape.

In summary, this chapter presents a method for comparing large and highly complex landscapes using specific visualisation methods. This method of comparison can not only be further applied to the field of GE, but also to broader fields such as GP and genetic algorithms. Such an extension might enable better comparisons of each of the fields for a given problem, e.g., GP versus GE.

The following chapter provides further analysis between the two representations, concentrating on biases inherent within the representations themselves and how this effects initialisation.
Chapter 8

Initialisation and Grammar Bias

It has been shown that the form of a grammar, and indeed the language biases inherent to that grammar, can have a large impact on the performance of GBGP systems such as GE [63], amongst others [215, 82]. In Chapter 6 and Chapter 7, it is shown that modification of the grammar, an integral part of the GE algorithm, causes the algorithm to behave very differently. This is due to the ease with which the search biases in the system can change by just modifying the grammar, affecting how individuals are mapped from genotypes into phenotypes.

This chapter investigates preferential language biases which are introduced when using TAGs in GE. These biases, inherent to the representation, affect the distribution of generated derivation structures and resulting strings, both at initialisation and throughout an evolutionary run by affecting the structure of the search landscapes defined by the representation and associated variation operations. This work identifies some of these biases and examines their effect on the ability of the algorithm to solve a number of benchmark problems. The biases examined include, the structural biases imposed by the adjunction operation, as well as those introduced as a result of the grammar transformation algorithm, i.e., the loss of explicit biases imposed by the CFG when transformed into a TAG by Algorithm 3.1. A novel algorithm for addressing grammar transformation biases is proposed and a comparison between GE and TAGE is performed. The effect of these biases on the
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The work presented in this chapter, based on a study published by Murphy et al. [143], also considers difficulties which are encountered when attempting to compare the performance of different systems, or indeed, the same system with different representations, as is the case in this thesis. In particular, the question of fair initialisation is discussed throughout.

The layout of this chapter is as follows. Section 8.1 briefly discusses difficulties that are faced when attempting to compare different GP systems, or indeed any pair of population-based complex systems. In particular, the section discusses how these differences relate to the comparison of canonical GE and TAGE. Section 8.2 examines the importance of initialisation and gives two methods of generating similar initial derivation tree populations for both GE and TAGE. Experiments are then performed to examine the difference in performance of GE and TAGE when initialised with the same distribution of phenotype structures. In creating similar initial populations specific biases are identified. Section 8.3 examines the effect of adjunction constraint biases on TAGE, with Section 8.4 outlining language biases introduced when transforming a CFG into a TAG. A method of restoring these biases in order to investigate how they might affect TAGE is also presented. The chapter concludes with a summary in Section 8.5.

8.1 Comparing Methodologies

The problem of performing a fair comparison between different GP systems is difficult to overcome. As suggested by Hoai et al. [83], it is easy to assume that a change in behaviour observed when testing a modification to an algorithm is a direct consequence of the modification in question [38]. This is not always the case and can be a flawed assumption. GP systems are considered complex systems for this reason, and unless the
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modification is very localised, there can be indirect effects. This problem is especially prevalent if the modification in question results in the starting conditions of an algorithm being affected, and is further evident when comparing completely different algorithms.

The difficulties described above can be seen when comparing standard GP algorithms with GBGP approaches, as was shown by Hoai et al. [83] when comparing GP and TAG3P. The change in representation makes it difficult to create common initial conditions for both algorithms in order to achieve a good comparison.

Comparing similar algorithms with different representations raises an interesting question: Having a common initial population, or at least initial populations drawn from similar distributions, is good practice and helps ensure a fair comparison. However, when there is a divide between genotype and phenotype, should these populations be similar in the genotypic space or in the phenotypic space? Search is performed in the genotypic space, whereas the fitness landscape lies in phenotypic space, and depending on the mapping between the two there could be a many to one relationship between genotypes and phenotypes. Creating initial populations of genotypes for two different representations, e.g., GE and TAGE, would likely result in very different populations of phenotypes. The same can be said for similar populations of phenotypes with equally different populations of genotypes. This is highlighted in Figure 8.1 for the symbolic regression CFG given in Figure 8.2c.

In the experiments presented in Chapter 6, common distributions of genotypes are used. As a counter point, this chapter investigates the use of initialisation methods which generate similar distributions of derivation trees (TAG derived trees) and phenotypes for both GE and TAGE. The following section presents these methods, examining how TAGE behaves when initialised to a distribution of phenotypes rather than genotypes, and how the comparison of performance between GE and TAGE is affected.
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(a) The distributions of generated tree sizes (NT nodes) when initialising to a common genotype length.

(b) The distributions of generated genotype lengths when initialising to common distribution of derivation tree sizes.

Figure 8.1: Distributions of a) GE derivation tree/TAGE derived tree sizes and b) genotype lengths for the symbolic regression CFG given in Figure 8.2c. Due to the difference in representation, initialisation to a common distribution of one property will result in differing distributions of the other property.

```
<prog> ::= <expr>  
<expr> ::= ( <op> <expr> <expr> ) | <var> 
<op> ::= + | - | *  
<var> ::= x0 | 1.0

(a) Even Five Parity
```

```
<prog> ::= <expr>  
<expr> ::= <expr> <expr> <op>  
<op> ::= | & | ˆ  
<var> ::= d0 | d1 | d2 | d3 | d4

(b) Santa Fe Ant Trail
```

```
<prog> ::= <expr>  
<expr> ::= <expr> <expr> <op>  
<op> ::= !  
<var> ::= d0 | d1 | d2 | d3 | d4

(c) Symbolic Regression
```

```
<prog> ::= <expr>  
<expr> ::= ( <expr> <expr> <op> ) | <var> 
<op> ::= | & | ˆ  
<var> ::= a0 | a1 | d0 | d1 | d2 | d3

(d) Six Multiplexer
```

Figure 8.2: The grammars, in Backus-Naur form, for each of the benchmark problems. Each grammar is transformed into a TAG by Algorithm 3.1 for use with TAGE. These TAGs are presented in Figure B.1 - B.4
8.2 Initialisation Bias

This section examines the question of initialisation. In particular, the effect that a number of different methods of initialisation have on the behaviour of TAGE and GE. Harper [63], in examining different methods of initialisation for GE, show that the chance of achieving a successful run can be dependent upon the distribution of the initial population. Harper goes on to suggest that GE typically does not recover from a poorly distributed initial population. As such, the role of initialisation can be considered to be extremely important when evaluating the performance of GE.

This idea is reinforced by the results presented in Section 6.2.1, particularly for TAGE, where performance decreases when the initial chromosome length is increased, and as a result, the initial phenotypes became much larger. Figure 8.3 highlights the disparity between the distributions of TAG derived trees and GE derivation trees when generated from random genotypes of the same length, as used in Section 6.2.1.

8.2.1 Generating Similar Tree Distributions

While the experiments presented in Chapter 6 make use of initial populations of similarly distributed genotypes, this section introduces two methods for generating similar distributions of derivation trees, and hence, similar distributions of initial phenotypes for both TAGE and GE. The typical method of tree initialisation in GP is the Ramped Half and Half method [113], or Sensible Initialisation in GE (see Section 2.4.1). In these approaches the population is segmented along a minimum and maximum depth interval, however, depth is not as important for GE derivation trees as it is for GP expression-trees. In GE, to ensure that there is a good distribution of phenotypes, the distribution of the number of non-terminal nodes, or tree size is more important [63]. With that in mind, a ramped tree size initialisation method is presented for GE and TAGE, with a maximum depth limit to
Figure 8.3: The distributions of tree sizes and depths of 100000 TAGE derived trees and GE derivation trees generated by the fixed length random genotype initialisation method used in Section 6.2.1, and the symbolic regression CFG given in Figure 8.2c.
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prevent overly deep trees. This approach, which is similar to the method used by Harper [63] and PTC2 by Luke [126] without probability tables, is aimed at generating similar distributions of derivation trees for both TAGE and GE.

Ramped Non-Terminal Tree Size Initialisation (RNTS)

This method of initialisation generates derivation (and derived) trees from a uniform distribution of non-terminal node tree sizes, i.e., the number of non-terminals in each tree. Similar to sensible initialisation, a ramped approach is used, with the population segmented by the number of non-terminal nodes in the derivation trees, rather than tree depth.

For GE derivation trees, a list of non-expanded non-terminal nodes is maintained. This list is initially populated with $S$, the start symbol. Non-terminal nodes are uniformly removed from this list to expand. When considering a non-terminal node for expansion, the minimum number of expansions, and associated non-terminal nodes, required to terminate all remaining non-terminal nodes in the list is calculated. This value can be pre-calculated once for each non-terminal symbol in the grammar, being summed together when a total is required. This cost is used, in conjunction with the number of non-terminal nodes in the tree so far (size), to select which production rules might be applied to expand the node in question. A production rule is only considered if the minimum number of expansions/non-terminal nodes required to terminate the resulting sub-trees, summed with the current size and cost, is less than the non-terminal node count limit for the tree being generated. Recursive production rules are exclusively considered, however, if no recursive productions can be applied without requiring more than the current limit of non-terminal nodes to terminate the resulting sub-trees, then non-recursive productions are also considered. The genotype is generated retrospectively by calculating the appropriate codon values during a pre-order traversal of the generated tree. These codon values, while retaining the correct
result when used for mapping, are then randomised using follow expression,

\[ r \sim U [0, MAX\_CODON\_VALUE - i] \]

\[ v \leftarrow r - (r \mod c) + i \]

where \( i \) is the index of the chosen production rule, \( c \) is the total number of production rules, and \( v \) is the generated codon value.

This process is emulated for TAGE derived trees. To generate an individual, an initial tree is chosen at random, and a list of available adjoinable addresses is maintained, pre-populated with the addresses from the chosen initial tree. An address of a non-terminal node in the derived tree is chosen at random and removed from this list. The maximum depth that the sub-derived trees rooted by this node reach is calculated. A list of auxiliary trees to adjoin at that node is then generated. An auxiliary tree is only considered if its root node is labelled with the same symbol as the chosen node, if the addition of the auxiliary tree does not cause the current non-terminal size limit to be broken, and if the depth of the tree’s foot node summed with the maximum sub-tree depth previously calculated is less than the maximum depth limit. This process is repeated until no further adjunction operations can be performed without breaking the non-terminal node size limit. In this case, the correct randomised codon values can be calculated as each address is selected from the list and after each auxiliary tree has been chosen.

Figure 8.4 shows the distributions of a number of properties for 100000 individuals generated using this approach for GE and TAGE, with a non-terminal node count interval of [21, 70] and a maximum depth threshold of 10. As this method generates similar distributions of phenotypes for the two representations, the opposite of the trend observed in Figure 8.3 can be seen, with the distribution of non-terminal node counts being similar and uniformly distributed along the provided interval, while the distributions of genotypes
8.2. INITIALISATION BIAS

differ substantially.

From the distributions of generated tree depths, it can be seen that while the method successfully generates a somewhat uniform distribution for GE, the distribution of generated TAGE derived trees are heavily biased towards deeper trees. This is reinforced by the distribution of tree shapes. This metric reports the percentage of non-terminal nodes in the tree used to represent the left side of the tree. Here, the distribution of tree shapes for TAGE trees appears bi-modal in nature, skewed towards extremes of the metric.

While the generated trees for both GE and TAGE have resulted in similar uniform distributions of non-terminal node counts, their respective distributions of tree depth and shape differ. Even though the grammars used in generating these trees are equivalent, there are biases inherent to TAGs which affect the probabilities of certain structures being generated, as well as biases inherent to CFGs that are not preserved by this grammar transformation. Two such biases in the TAGE representation have been identified. Specifically, these are an adjunction bias, biases imposed upon the language by the choice of adjunction nodes, and a grammar transformation bias, introduced when transforming from one grammar type to another. These biases are examined in Section 8.3 and Section 8.4 respectively. Next, a method of tree generation for producing identical populations for use with both representations is described, mitigating the differences between them, at least during initialisation.

**Ramped Random TAGE Chromosome Initialisation (RRT)**

As is shown in the previous section, it is difficult to guarantee equal distributions of initial populations when using different representations. However, if the two representations do not differ completely from each other, sharing some intermediate state of representation, then it may be possible to generate a single population which can be used by both representations. Hao et al. [61] achieve this by generating an initial population using TAG3P+
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Figure 8.4: Histograms of properties of 100000 individuals generated from similar distributions of non-terminal node counts (RNTS) for both TAGE and GE using the symbolic regression CFG given in Figure 8.2c. The resulting differing distributions of genotypes can be seen along with differing distributions of tree depths and sizes.
with the resulting derivation trees being used directly by CFG-GP [215].

A similar approach is possible with TAGE for GE. While reverse-mapping TAGE phenotypes to GE chromosomes is very difficult, a more feasible approach is to take the initialised TAGE derivation trees and to generate their respective derived trees. As the size of a TAGE derivation tree is directly proportional to the length of its genome, it is trivial to generate a uniform distribution of tree sizes. Moreover, the GE chromosome can be easily calculated retrospectively from TAGE derived trees (see Algorithm C.1). It is more difficult to calculate a TAGE chromosome from a GE derivation/TAGE derived tree, as there can be a many to one mapping from TAGE derived tree to TAGE derivation tree.

As the size of a TAGE individual is directly proportional to the length of its chromosome, a simple ramped approach is taken. The population is segmented over an interval of chromosome lengths, and a random chromosome of a length from that interval is generated for each individual.

Figure 8.5 shows the distributions of a number of properties for 100000 individuals generated by this approach for GE and TAGE. A chromosome length interval of [1, 30] is used. A similar trend to the previous approach is seen in Figure 8.5. The distribution of non-terminal node counts are similar, as well as being uniformly distributed along the provided interval, while the distributions of genotypes differ substantially. The distributions of all of the tree-based metrics match for both GE and TAGE populations as the generated trees for each representation are identical, it is only the genotypes that encode these trees that differ. While a uniform distribution of tree shapes is desirable, this approach also suffers from the bi-modal distribution of tree shapes seen previously in the TAGE populations in Figure 8.4. Such distributions can be undesirable as they can indicate a bias towards the generation of a particular tree shape, whereas the solution may be of a shape that is less likely to be generated. Examination of biases that have been identified as being responsible for this distribution of tree shapes is presented later in Section 8.3 and Section 8.4.
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Figure 8.5: Histograms of properties of 100000 individuals produced from randomly generated TAGE chromosomes with the TAG created from the symbolic regression CFG given in Figure 8.2c. GE chromosomes to produce the trees can be generated retrospectively by careful traversal of the trees (see Algorithm C.1).
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8.2.2 Experimental Setup

The focus of this section is to investigate the behaviour of TAGE and GE when initialised with populations generated from different methods and distributions. The experiments are concerned with three such methods, each of which distributes the initial populations differently throughout the search space. These methods are: random genotypes of a fixed length (RX, where X is the chromosome length), as are used throughout Chapter 6; a ramped non-terminal node tree size approach (RNTS) which generates similar distributions of trees for both representations (Section 8.2.1); and a ramped random TAGE genotype approach (RRT) which generates identical populations for both GE and TAGE (Section 8.2.1).

The experiments first consider the question of whether the method of initialisation has a significant impact on the performance of either GE or TAGE. The performance, $\mu$, of any one setup is taken as the mean of the distribution of its best fitness values after the final generation. A setup, $a$, performs better than another setup, $b$, if $\mu_a < \mu_b$, and if there is a significant difference in their distributions of best fitness values. $<$ is used, as fitness is minimised throughout this thesis.

The performance of the different setups considered are, $\mu_{G0}$ and $\mu_{G1}$, for R015 and R120 respectively, $\mu_{G2}$, for RNTS, and $\mu_{G3}$, for RRT. $\mu_{T0}$, $\mu_{T1}$, $\mu_{T2}$ and $\mu_{T3}$ are the same for TAGE respectively. With this in mind, the following null hypothesis, $H_0$, and accompanying alternate hypothesis, $H_1$, are stated:

\[ H_0 : \text{None of the initialisation methods have a significant impact on the performance} \]
\[ \text{of GE or TAGE, i.e., } \mu_{G0} = \mu_{G1} = \mu_{G2} = \mu_{G3} \text{ and } \mu_{T0} = \mu_{T1} = \mu_{T2} = \mu_{T3}. \]

\[ H_1 : \text{At least one of the initialisation methods has a significant impact on the performance} \]
\[ \text{of GE or TAGE, i.e., } \neg(\mu_{G0} = \mu_{G1} = \mu_{G2} = \mu_{G3}) \text{ or } \neg(\mu_{T0} = \mu_{T1} = \mu_{T2} = \mu_{T3}). \]

$\alpha : 0.05$ using the Mann-Whitney U, two-tailed, non-parametric test.
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Subsequent to these experiments, an additional set of hypotheses are also tested to ascertain the effects of initialising both representations with the same populations:

$H_{a0}$ : There is no difference in performance between TAGE and GE when TAGE is initialised with the same population of phenotypes as standard GE, i.e., $\mu_{G3} = \mu_{T3}$.

$H_{a1}$ : There is a difference in performance between TAGE and GE when TAGE is initialised with the same population of phenotypes as standard GE, i.e., $\mu_{G3} < \mu_{T3}$ or $\mu_{T3} < \mu_{G3}$.

$\alpha : 0.05$ using the Mann-Whitney U, two-tailed, non-parametric test.

Experimental Parameters

Five hundred independent runs are performed with GE and TAGE using the GEVA software [180] on each of the four benchmark problems outlined in Section 6.1.3. The grammars used are reproduced in Figure 8.2 for convenience. These CFGs are transformed into TAGs for use with TAGE by means of Algorithm 3.1. The generated TAGs are provided in Figure B.1 - B.4. The evolutionary parameters adopted for all of the experiments are presented in Table 8.1. Effective region crossover and population validation, as discussed in Section 6.2.3 and Section 6.2.2 respectively, are utilised with standard GE for all experiments performed in this section.

8.2.3 Results

Initial Hypotheses

Figure 8.6 presents the mean best and mean average population fitness plots for each of the initialisation methods on the symbolic regression problem. Plots for all problems are provided in Figure C.1 and Figure C.2. The resulting $\mu$ values for each experiment are reported in Table 8.3. All GE setups are compared to each other, independently
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Table 8.1: GE parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>GEVA v1.1 (extended)</td>
</tr>
<tr>
<td>Random Number Generator</td>
<td>Mersenne Twister MT199973</td>
</tr>
<tr>
<td>Generations</td>
<td>200</td>
</tr>
<tr>
<td>Population Size</td>
<td>100</td>
</tr>
<tr>
<td>Initialisation Method 0</td>
<td>Random (R015,R120)</td>
</tr>
<tr>
<td>Initial Chromosome Size</td>
<td>15, 120</td>
</tr>
<tr>
<td>Initialisation Method 1</td>
<td>RampedNTSize (RNTS)</td>
</tr>
<tr>
<td>Initial NT Size Interval</td>
<td>[21, 70]</td>
</tr>
<tr>
<td>Initial Max Tree Depth</td>
<td>10</td>
</tr>
<tr>
<td>Initialisation Method 2</td>
<td>RampedRandomTAG (RRT)</td>
</tr>
<tr>
<td>Initial Chromosome Size Interval</td>
<td>[1, 30]</td>
</tr>
<tr>
<td>Crossover Point Selection</td>
<td>Effective Region Only</td>
</tr>
<tr>
<td>Population Validation</td>
<td>Replace with Parent</td>
</tr>
<tr>
<td>Max Chromosome Wraps</td>
<td>0</td>
</tr>
<tr>
<td>Replacement Strategy</td>
<td>Generational</td>
</tr>
<tr>
<td>Elitism</td>
<td>10 Individuals</td>
</tr>
<tr>
<td>Selection Operation</td>
<td>Tournament</td>
</tr>
<tr>
<td>Tournament Size</td>
<td>3</td>
</tr>
<tr>
<td>One Point Crossover Probability</td>
<td>0.9</td>
</tr>
<tr>
<td>Integer Mutation Probability</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figure 8.6: Mean best (left) and mean average population (right) fitness plots for the symbolic regression problem with error bars of one standard deviation. Plots for the remaining problems can be see in Figure C.1 and Figure C.2.
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or all TAGE setups being compared to each other. A Kruskal-Wallis test is performed on each group to determine if there is a significant difference within the group, i.e., the populations making up the group are non-identical. The results of these tests are given in Table 8.2. As before, the Mann-Whitney U, two-tailed, non-parametric test is used, however, the resulting p-values are corrected for the group comparison using Bonferroni correction. Symmetric comparisons, and self comparisons are ignored for this correction. Shaded cells indicating which comparisons between GE setups, and separately, between TAGE setups, are significant. It is clear from Table 8.3 that $H_0$ is rejected for both TAGE and GE, as many different comparisons of initialisation methods result in significantly different distributions of best fitness values at the final generation.
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Table 8.2: Results (p-values) of the Kruskal-Wallis test for each group independently compared. Highlighted cells indicate that the grouped populations are non-identical.

<table>
<thead>
<tr>
<th>Problem</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even</td>
<td>8.248e-03</td>
<td>1.618e-05</td>
</tr>
<tr>
<td>SF</td>
<td>1.676e-18</td>
<td>9.878e-31</td>
</tr>
<tr>
<td>SR</td>
<td>3.469e-05</td>
<td>2.767e-16</td>
</tr>
<tr>
<td>6 Mux</td>
<td>1.759e-02</td>
<td>2.745e-17</td>
</tr>
</tbody>
</table>

Secondary Hypotheses

The results of the comparison between TAGE and GE, using the same initial populations (RRT), are reported here. The resulting $\mu$ values for each experiment are reported in Table 8.4, with shaded cells indicating which comparisons between GE and TAGE are significant.

**Even Five Parity** Mean best fitness and average fitness plots can be seen in Figure 8.7. The mean best fitness values, $\mu$, for GE and TAGE are 0.394 and 0.058 respectively. The Mann-Whitney $U$ $p$-value is 1.7091e-07, below the threshold value of 0.05, thus rejecting the null hypothesis $H_{a0}$ for this setup. The performance values are listed in Table 8.4, and all $p$-values are presented in Table C.2.

**Ant Trail** Mean best fitness and average fitness plots can be seen in Figure 8.8. The mean best fitness values for GE and TAGE are 9.964 and 9.708 respectively. The Mann-Whitney $U$ $p$-value of 0.1535 is above the threshold value of 0.05, and hence, the null hypothesis $H_{a0}$ cannot be rejected for this problem. The performance values are listed in Table 8.4, and all $p$-values are presented in Table C.2.

**Symbolic Regression** Mean best fitness and average fitness plots can be seen in Figure 8.9. The mean best fitness values for GE and TAGE are 0.0262812 and 0.002251577 respectively. The Mann-Whitney $U$ $p$-value is 1.3339e-12, below the threshold value
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Table 8.3: Separate comparisons of the performance of GE and TAGE using different methods of initialisation. RN015 and RN120 are fixed random initialisation of length 15 and 120. RNTS is ramped non-terminal size initialisation and RRT is ramped random TAGE chromosome initialisation. GE and TAGE are compared separately. The mean best fitness values, $\mu$, and respective standard deviation values, are reported for each setup. GE methods are compared with other GE methods. TAGE methods are compared with other TAGE methods. Mann-Whitney U test results comparing distributions of best fitness values at generation 200 are also presented. Shaded cells indicate $p$-values $< 0.05$ for that comparison. The labels have been omitted from the horizontal axis of the grids. They are, in order of left to right: R015, R120, RNTS and RRT. All $p$-values are provided in Table C.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (SD)</td>
<td>Successes</td>
<td>Method</td>
</tr>
<tr>
<td>RN015</td>
<td>0.1940 (1.0151)</td>
<td>480</td>
</tr>
<tr>
<td>RN120</td>
<td>0.3620 (1.2674)</td>
<td>454</td>
</tr>
<tr>
<td>RNTS</td>
<td>0.3200 (1.1542)</td>
<td>459</td>
</tr>
<tr>
<td>RRT</td>
<td>0.3940 (1.4024)</td>
<td>457</td>
</tr>
</tbody>
</table>

(a) Even five parity

<table>
<thead>
<tr>
<th>Method</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (SD)</td>
<td>Successes</td>
<td>Method</td>
</tr>
<tr>
<td>RN015</td>
<td>16.004 (12.773)</td>
<td>99</td>
</tr>
<tr>
<td>RN120</td>
<td>10.012 (11.539)</td>
<td>178</td>
</tr>
<tr>
<td>RNTS</td>
<td>13.200 (11.776)</td>
<td>134</td>
</tr>
<tr>
<td>RRT</td>
<td>9.964 (11.629)</td>
<td>175</td>
</tr>
</tbody>
</table>

(b) Santa Fe ant trail

<table>
<thead>
<tr>
<th>Method</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (SD)</td>
<td>Successes</td>
<td>Method</td>
</tr>
<tr>
<td>RN015</td>
<td>0.0688 (0.1094)</td>
<td>312</td>
</tr>
<tr>
<td>RN120</td>
<td>0.0138 (0.0470)</td>
<td>414</td>
</tr>
<tr>
<td>RNTS</td>
<td>0.0336 (0.0820)</td>
<td>350</td>
</tr>
<tr>
<td>RRT</td>
<td>0.0263 (0.0673)</td>
<td>362</td>
</tr>
</tbody>
</table>

(c) Symbolic regression

<table>
<thead>
<tr>
<th>Method</th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (SD)</td>
<td>Successes</td>
<td>Method</td>
</tr>
<tr>
<td>RN015</td>
<td>4.6580 (3.9674)</td>
<td>154</td>
</tr>
<tr>
<td>RN120</td>
<td>4.5140 (3.6814)</td>
<td>133</td>
</tr>
<tr>
<td>RNTS</td>
<td>4.4900 (3.3747)</td>
<td>115</td>
</tr>
<tr>
<td>RRT</td>
<td>3.9500 (3.7228)</td>
<td>185</td>
</tr>
</tbody>
</table>

(d) Six multiplexer
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Figure 8.7: Mean best (left) and mean average population (right) fitness plots for the even five parity problem with error bars of one standard deviation.

Figure 8.8: Mean best (left) and mean average population (right) fitness plots for the Santa Fe ant trail problem with error bars of one standard deviation.
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Figure 8.9: Mean best (left) and mean average population (right) fitness plots for the quartic symbolic regression problem with error bars of one standard deviation. A log scale is used for the y-axis of the mean best fitness plot.

of 0.05, therefore rejecting the null hypothesis $H_0$ for this setup. The performance values are listed in Table 8.4, and all $p$-values are presented in Table C.2.

**Six Multiplexer** Mean best fitness and average fitness plots can be seen in Figure 8.10. The mean best fitness values for GE and TAGE are 3.95 and 0.514 respectively. The Mann-Whitney U $p$-value is $1.4397e-65$, below the threshold value of 0.05, rejecting the null hypothesis $H_0$ for this setup. The performance values are listed in Table 8.4, and all $p$-values are presented in Table C.2.

8.2.4 Discussion

While it is clear from Table 8.3 that the distribution of the initial population throughout the search space can result in significantly different outcomes in terms of performance, it is not clear, by comparing the means, $\mu$, if any one method provides an advantage
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Figure 8.10: Mean best (left) and mean average population (right) fitness plots for the six multiplexer problem with error bars of one standard deviation.

Table 8.4: A comparison of results obtained by GE and TAGE across the benchmark problems using the same initial population with a broad distribution of derivation tree sizes generated by the method described in Section 8.2.1. The mean best fitness values across 500 runs for the final generation and the total number of successful runs are reported, correct to four decimal places. Mann-Whitney U test results comparing distributions of best fitness values at generation 200 are also presented. Shaded cells indicate $p$-values < 0.05. $p$-values are provided in Table C.2.

<table>
<thead>
<tr>
<th></th>
<th>GE $\mu_{G3}$ (SD)</th>
<th>Successes</th>
<th>TAGE $\mu_{T3}$ (SD)</th>
<th>Successes</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td>0.3940 (1.4024)</td>
<td>457</td>
<td>0.0580 (0.5507)</td>
<td>493</td>
</tr>
<tr>
<td>SF</td>
<td>9.9640 (11.6290)</td>
<td>175</td>
<td>9.7080 (10.8598)</td>
<td>211</td>
</tr>
<tr>
<td>SR</td>
<td>0.0263 (0.0673)</td>
<td>362</td>
<td>0.0023 (0.0162)</td>
<td>485</td>
</tr>
<tr>
<td>6 Mux</td>
<td>3.9500 (3.7228)</td>
<td>185</td>
<td>0.5140 (1.6356)</td>
<td>442</td>
</tr>
</tbody>
</table>
over another. The application of an approach to one problem might result in significantly
different outcomes over other approaches, as well as better $\mu$ values and an increased
number of successful solutions, e.g., RRT for GE on the six multiplexer problem. However,
the application of the same approach on a different problem can also result in little or
no improvement over other the other methods, e.g., RTT for GE on the even five parity
problem.

In Chapter 6, the experiments performed reveal that GE and TAGE perform signif-
icantly different when initialised using a common distribution of initial genotypes, the
second set of experiments presented here investigate if that difference in performance does
not exist when using identical initial distributions of derivation trees. Table 8.4 shows that
this is false for three of the four problems, rejecting the null hypothesis, $H_{a0}$, that there
is no difference in performance between TAGE and GE when initialised with the same
population of phenotypes as standard GE for those problems. The TAGE experiments
result in better $\mu$ values than GE for all problems, in addition to finding more successful
solutions. Interestingly, similar trends are seen in the mean average fitness plots for all of
the experiments which reject $H_{a0}$. TAGE mean population fitness values are much farther
away from the optimum than those of GE. This trend is also observed in the experiments
presented in Chapter 6. The results presented here allow the difference between GE and
TAGE in the dispersion of the initial populations within the search space to be disquali-
fied as a contributing factor to this lack of convergence towards the optimum apparent in
TAGE.

8.3 Adjunction Bias

While TAGs have been shown to be both weakly and strongly equivalent to CFGs [96], the
composition operations used with TAGs can impose preferential biases on the probability
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Figure 8.11: An example of a TAG derivation tree and its respective derived tree. Adjunction restrictions can result in the promotion of unbalanced tree shapes.

of particular structures being generated. Various different types of biases have been applied to TAGs using different adjunction constraints [99]. Hoai et al. [82] make use of a form of restricted adjunction in order to apply biases to the generation of particular structures in the TAG3P+ system in an attempt to improve performance.

In Section 5.2, adjoinable nodes are defined as any node which has not been adjoined to, and is labelled with a symbol which is also the label of an auxiliary tree root node. The section goes on to say that adjunction is restricted from occurring on foot nodes. While this restriction makes the representation easier to comprehend and to implement, such a restriction imposes a bias on the mapping process, i.e., once an adjunction is performed, the sub-tree attached to the foot node of the new auxiliary tree can no longer be modified. This reduces the chance of certain shapes being generated, e.g., from the existing derivation tree given in Figure 8.11, it is not possible to adjoin an additional auxiliary tree into node address 3 of $\beta_7$, the right-most $<e>$, when restricting foot node adjunction. Such a derived tree could only be constructed using a different sequence of adjunctions.

This restriction appears to contribute only partially towards the bi-modal distributions
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![Graphs showing the effect of various adjunction restrictions on tree shapes.](image)

Figure 8.12: The effect of various adjunction restrictions on the distributions of generated derived tree shapes. Beginning from the original bias, foot node adjunction is enabled, and following this root adjunction is then restricted.

of tree shapes that are presented in Section 8.2. Figure 8.12b highlights the slight effect that removing the restriction and the resulting bias from the representation has on the distribution of generated tree shapes.

While imposed biases can be a hindrance, they can also be beneficial [82, 215]. With regards to the restrictions on the adjunction operation, by restricting adjunction at the root nodes of auxiliary trees, a further, much more pronounced, improvement is seen in the distribution of tree shapes produced. Without this restriction, if at any point during derivation an adjunction is performed on the top-most adjoinable node, usually the root of an auxiliary tree, then the sub-derived tree, rooted at this node, becomes the sub-tree of the new auxiliary tree’s foot node, with the remainder of this new auxiliary tree off to one side. The effect of this is that the shape of the tree can become heavily skewed to one side, and as the adjunction sites are uniformly chosen, the likelihood of that partial auxiliary tree being expanded is small, $\frac{n}{N-n}$, where $n$ is the number of adjoinable nodes in the auxiliary tree branch and $N$ is the number of adjoinable nodes in the entire tree. By eliminating adjunction at the root nodes of auxiliary trees, a more uniform distribution of generated tree shapes can be achieved. This can be seen in Figure 8.12c which highlights
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the effect that removing the restriction and the resulting bias from the representation has on the distribution of tree shapes.

8.3.1 Experimental Setup

In order to ascertain the effect of adjunction restrictions on the performance of TAGE, the experimental setup and the definition of performance from Section 8.2.2 are reused here with a single initialisation method, the ramped random TAGE chromosome approach (RRT) which generates identical initial populations for both GE and TAGE. Adjunction restrictions are preferential biases in the grammar. These biases not only affect the generation of the initial populations, but also the structure of the search space, affecting the algorithm throughout the run. To investigate the effect of this bias the following null hypothesis, $H_{b0}$, and accompanying alternate hypothesis, $H_{b1}$, are examined:

$H_{b0}$: Removing the foot node adjunction constraint and adding an adjunction constraint to root nodes has no effect on the performance of TAGE.

$H_{b1}$: Removing the foot node adjunction constraint and adding an adjunction constraint to root nodes has an effect on the performance of TAGE.

$\alpha : 0.05$ using the Mann-Whitney U, two-tailed, non-parametric test.

Additional experiments are performed to re-assess the comparison between GE and TAGE with this change of adjunction biases in mind. To this end, the following null
hypothesis, $H_{c0}$, and accompanying alternate hypothesis, $H_{c1}$, are stated:

$H_{c0}$: There is no difference in performance between GE and TAGE when using the modified adjunction constraints and common initial populations.

$H_{c1}$: There is a difference in performance between GE and TAGE when using the modified adjunction constraints and common initial populations.

$\alpha : 0.05$ using the Mann-Whitney U, two-tailed, non-parametric test.

8.3.2 Results

The results of the first set of experiments, examining $H_{b0}$ by comparing TAGE with and without the modified adjunction restrictions, are presented in Table 8.5. From this table it can be seen that $H_{b0}$ cannot be rejected for three of the four problems examined. Only for the Santa Fe ant trail problem is the comparison of $\mu$ significant, rejecting $H_{b0}$ for that problem. The $p$-values for these comparisons are given in Table C.3. The average derived tree size and tree depth plots for each problem are given in Figure 8.13 and Figure 8.14, showing the effect of the modified adjunction constraints on the trees over the course of the runs.

The results of the second set of experiments, examining $H_{c0}$ are presented in Table 8.6. $H_{c0}$ is rejected for all problems examined. TAGE achieves better $\mu$ values for three of the four problems. GE achieves a better value for $\mu$ in the Santa Fe problem. The results for $Orig.$, TAGE with unmodified adjunction constraints, are included in this table for convenience.
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Table 8.5: A comparison of results obtained by TAGE when modifying adjunction biases across the benchmark problems. *Orig.* indicates the original adjunction restrictions presented in Table 8.4 and reproduced here for comparison. *Mod.* indicates the modified adjunction restrictions. The mean best fitness values across 500 runs for the final generation, \( \mu \) and the total number of successful runs are reported, correct to four decimal places. Mann-Whitney U test results comparing distributions of best fitness values for *Orig.* and *Mod.* at generation 200 are also presented. Shaded cells indicate \( p \)-values < 0.05. \( p \)-values for the comparisons are provided in Table C.3.

<table>
<thead>
<tr>
<th></th>
<th>Orig.</th>
<th></th>
<th></th>
<th>Mod.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu ) (SD)</td>
<td>Successes</td>
<td></td>
<td>( \mu ) (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td>0.0580 (0.5507)</td>
<td>493</td>
<td></td>
<td>0.0700 (0.4956)</td>
<td>489</td>
</tr>
<tr>
<td>SF</td>
<td>9.7080 (10.8598)</td>
<td>211</td>
<td></td>
<td>11.3200 (11.4714)</td>
<td>187</td>
</tr>
<tr>
<td>SR</td>
<td>0.0023 (0.0162)</td>
<td>485</td>
<td></td>
<td>0.0015 (0.0103)</td>
<td>482</td>
</tr>
<tr>
<td>6 Mux</td>
<td>0.5140 (1.6356)</td>
<td>442</td>
<td></td>
<td>0.3800 (1.1638)</td>
<td>435</td>
</tr>
</tbody>
</table>

Table 8.6: A comparison of results obtained by GE and TAGE when modifying adjunction biases across the benchmark problems using the same initial population with a broad distribution of derivation tree sizes generated by RRT (Section 8.2.1). *Orig.* indicates the original adjunction restrictions presented in Table 8.4 and reproduced here for comparison. *Mod.* indicates the modified adjunction restrictions. The mean best fitness values across 500 runs for the final generation, \( \mu \) and the total number of successful runs are reported, correct to four decimal places. Mann-Whitney U test results comparing distributions of best fitness values for *Mod.* at generation 200 are also presented. Shaded cells indicate \( p \)-values < 0.05. \( p \)-values for *Mod.* comparisons are provided in Table C.4, while *Orig.* are provided in Table C.2.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu_{G3} ) (SD)</td>
<td>Successes</td>
</tr>
<tr>
<td>EFP</td>
<td>Orig.</td>
<td>0.3940 (1.4024)</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>0.2920 (1.1685)</td>
</tr>
<tr>
<td>SF</td>
<td>Orig.</td>
<td>9.9640 (11.6290)</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>8.8000 (11.2177)</td>
</tr>
<tr>
<td>SR</td>
<td>Orig.</td>
<td>0.0263 (0.0673)</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>0.0331 (0.0781)</td>
</tr>
<tr>
<td>6 Mux</td>
<td>Orig.</td>
<td>3.9500 (3.7228)</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>2.708 (3.2011)</td>
</tr>
</tbody>
</table>
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Figure 8.13: Average TAGE derived tree size plots comparing the original adjunction restrictions with the modified restrictions on all problems with error bars of one standard deviation.
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Figure 8.14: Average TAGE derived tree depth plots comparing the original adjunction restrictions with the modified restrictions on all problems with error bars of one standard deviation.
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8.3.3 Discussion

While the modification of adjunction biases improves the distribution of tree shapes, as is shown in Figure 8.12c, the modification does not see a significant difference in the performance of TAGE in three of the four problems, see Table 8.5. For the Santa Fe ant trail problem, a significant difference in the distribution of best fitness values is shown, with the mean best fitness value, \( \mu \), moving further from the optimum with the modification of adjunction biases.

Figure 8.13 and Figure 8.14 show that the three problems for which the adjunction bias modification did not significantly affect performance, are affected in terms of their distributions of tree sizes and depths. With the average tree sizes increasing, or staying the same, and the average depths decreasing, indicating a distribution of trees centred about a mean of trees that are more full. The difference in depths, seen in Figure 8.14, between the original adjunction restrictions and the modified restrictions strengthens the hypothesis that the distribution of unmodified tree shapes shown in Figure 8.12a, which are bi-modal in nature, are largely caused by single adjunctions at the root nodes, with a good distribution of tree shapes attached to the foot nodes of these “root” auxiliary trees. This difference, for the even five parity and symbolic regression problems, in particular, appears to be the same as the extra depth an adjunction at the root of a derived tree adds to the total tree depth.

Interestingly, while the Santa Fe problem is the only problem to be significantly affected by the bias modifications discussed above, Santa Fe is also the only problem not be affected in terms of average generated tree sizes and tree depths over the course of the experiments, as shown in Figure 8.13 and Figure 8.14. This is as a result of the grammar used for Santa Fe, in particular the recursive rules.

\[
<\text{code}> ::= <\text{line}> | <\text{code}> <\text{line}>
\]
8.4 Grammar Transformation Bias

The auxiliary trees generated from these rules, unlike the other grammars, have a single adjoinable address each.

The result of the modifications presented in this section move this address from the root node to the foot node without affecting the resulting tree shape. While the average tree sizes and tree depths are not affected, $\mu$ has decreased and the distribution of mean best fitness values has significantly changed, indicating that the original biases provide some benefit to TAGE when solving this problem.

Separately, in examining the comparison between GE and TAGE using the same initial populations, populations whose distribution of tree shapes and depths have been affected by the modifications, Table 8.6 shows that there is now a significant difference in the performance between GE and TAGE at the final generation on all four of the problems. TAGE has better mean values, $\mu$, for even five parity, symbolic regression and six multiplexer. While the initial populations are affected for both GE and TAGE, that is where the effects of these modifications stop for GE. With that in mind, GE manages to find many more successful solutions with the modified initial population than before for the symbolic regression and six multiplexer problems.

These examinations highlight the fact that GE is highly complex and while some biases may seem disadvantageous, they can be beneficial depending on the representation and the problem being addressed.

8.4 Grammar Transformation Bias

This section examines the loss of preferential biases when transforming from CFG to TAG. The probability of a specific terminal production being selected when generating a sentence
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\[
\begin{align*}
\text{<code>} & := \text{<value>} \\
\text{<value>} & := \text{<digit>} \mid x \\
\text{<digit>} & := 0 \mid 1 \mid 2 \mid 3 \mid 4 \mid 5 \mid 6 \mid 7 \mid 8 \mid 9
\end{align*}
\]

Figure 8.15: A sample CFG for illustrating the loss of bias

from a CFG depends, not only upon the probability of that terminal production being
selected within its own rule, but also upon the probability of each preceding expansion
occurring within the derivation sequence. When transforming a CFG into a TAG, these
biases are lost, and while this can be seen as a feature of the TAG representation, it
can have unexpected effects for certain types of grammar and should be kept in mind if
designing a CFG that may be transformed into a TAG.

For example, when generating a sentence from the CFG presented in Figure 8.15 whose
derivation does not contain any recursive expansions, when expanding \text{<value>} there is a
0.5 chance of selecting \( x \) or \text{<digit>}. If \text{<digit>} is selected, there is then a 0.1 chance
of selecting any one of the digits, zero to nine. From this, it can be seen that even though
there are 11 different words which might be generated, there is an equal probability of
ending up with either an \( x \) or any one of the ten digits each. Once the CFG is transformed
into a TAG, there are 11 initial trees to chose from, one with an \( x \) on the frontier and
ten with a digit. Consequently, there is a 0.09 chance of generating any specific word, as
opposed to a 0.5 chance for the \( x \) or a 0.05 chance for one of the digits when using the CFG.
This can make it difficult for certain words to be generated, both during initialisation and
throughout a run.

8.4.1 Probabilistic Tree-Adjoining Grammatical Evolution

It is possible to account for these lost biases, and as such, a novel method is developed
which examines the probabilities contained within a CFG and applies them to the trans-
formed TAG. This is method is known as Probabilistic Tree-Adjoining Grammatical Evo-
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Figure 8.16: TAGE tree stubs for the CFG in Figure 8.15 a) with a 0.09 chance of selecting x, and b) equivalent PTAGE stubs with a 0.5 chance.

olution (PTAGE). The concept, which is similar in theory to the application of structural and lexical biases to improve search by Hoai et al. [82] with TAG3P+, is to recreate, in the transformed TAGs, the preferential biases for the different structures and resulting sequences of terminal symbols present in the CFGs used generate those TAGs.

As described in Section 5.4, the sets of initial and auxiliary trees are not generated in full at the beginning of the TAGE algorithm, but rather sets of elementary tree stubs are generated. A tree stub is an almost fully expanded elementary tree, with the terminal symbol leaf nodes excluded. In place of each terminal symbol is a number representing the total amount of different terminal nodes, variations, that might be attached at that point to complete the tree. For example, continuing with the sample grammar from Figure 8.15 above, rather than the eleven initial trees described above, there would be two stubs. The first with the number 1 rather than an x, and a second with the number 10 rather than ten different trees, each with one of the digits as a leaf node. The resulting tree stubs are shown in Figure 8.16a.

PTAGE examines the CFG and calculates the probability of specific production rules being chosen during expansion. This is shown in Algorithm 8.1. Once the initial stubs have been created, PTAGE then looks at the stubs which share production rule choices, and uses the ratio of the probabilities of selecting those productions over others within each rule to calculate scaling factors for the total variations for each stub. This process is shown
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in detail in Algorithm 8.2. Finally, the variations at each non-terminal leaf node in the stub are updated to reflect this new total, see Algorithm 8.3. In this example, since there should be an equal chance of generating an x as a digit, the variations on that stub are updated from 1 to 10, as shown in Figure 8.16b. The effect of this is that when selecting a tree there are now 20 trees to choose from, ten x trees and ten digit trees, one for each number.

Algorithm 8.1 Calculating production selection probabilities for a CFG.

Require: \( G \) {A CFG}

\{Create a map productions to probabilities for each non-terminal symbol\}

\( \text{probs} \leftarrow \text{new Map}\langle \text{Symbol, Map}\langle \text{Production, Double} \rangle \rangle \)

\textbf{for all} \( r_i \) in \( G\).getRules \textbf{do}

\( \text{map} \leftarrow \text{probs}\).get(\( r_i\).getLHS)

\textbf{for all} \( p_j \in r_i \) \textbf{do}

\hspace{1em} \textbf{if} \( p_j\).isTerminal \textbf{then}

\hspace{2em} \( \text{existingProb} \leftarrow \text{map}\).get(\( \epsilon \))

\hspace{2em} \( \text{map}\).put(\( \epsilon \), \( \text{existingProb} + 1.0/r_i\).size)

\hspace{1em} \textbf{else}

\hspace{2em} \( \text{existingProb} \leftarrow \text{map}\).get(\( p \))

\hspace{2em} \( \text{map}\).put(\( p \), \( \text{existingProb} + 1.0/r_i\).size)

\textbf{return} \( \text{probs} \)

8.4.2 Experimental Setup

To explore the effect of restoring the CFG biases on the generated TAGs used by TAGE, the experimental setup from Section 8.2.2 is repeated here using a single initialisation method, RRT, for both TAGE and PTAGE. The two setups are compared on four benchmark problems, with the grammars given in Figure 8.2, and the following null hypothesis, \( H_{d0} \),
Algorithm 8.2 Calculate the total variations for each TAGE tree stub to match CFG probabilities.

Require: stubs {List of a group of similar tree stubs with the same indexed symbol}
Require: nodeIndex {All stubs are similar from this node up to the root}
Require: variations {Map of elementary tree to respective variation counts}
Require: probs {CFG probabilities from Algorithm 8.1}

uniqueProductionsToStubs ← new map<Production, List<ElementaryTree>>
uniqueProductionsToVariationCounts ← new map<Production, Int>

{Group all stubs who expand from this node using the same production, and calculate total variations for each unique production}
for all treei ∈ stubs do
  node ← treei, getNode(nodeIndex)
  if node = treei, getFootNode then continue
  prod ← childNodesAsProduction(node.getChildren)
  similarTrees ← uniqueProductionsToStubs.get(prod)
  similarTrees.add(treei)
  vars ← uniqueProductionsToVariationsCounts.get(prod)
  uniqueProductionsToVariationCounts.set(vars + variations.get(treei))
{Recurse down through child nodes}
for all similarTreesi ∈ uniqueProductionsToStubs.values do
  for all nij ∈ similarTreesi, getFirst, getFirstChild Nodes do
    recurse(similarTreesi, similarTreesi, getFirst, getNodeIndex(nij), variations, probs)
{After recursion returns, update variation counts for each group}
for all prodj ∈ uniqueProductionsToStubs.keys do
  newVars ← 0
  for all stubj ∈ uniqueProductionsToStubs.get(prodj) do
    newVars ← newVars + variations.get(stubj)
  uniqueProductionsToVariationCounts.put(prodj, newVars)
{Use the group with the most variations as the basis, find the smallest multiple k of this such that when calculating new variation counts for the other groups using the ratio of probabilities, each groups new variation count is a multiple of the total for that group}
if uniqueProductionsToStubs.keys.size > 1 then
  largestProd ← findMostVariations(uniqueProductionsToVariationCounts)
  largestVars ← uniqueProductionsToVariationCounts.get(largestProd)
  largestProb ← probabilities.get(node.symbol).get(largestProd)
  k ← 1
  changed ← true
  while changed do
    changed ← false
    for all prodj ∈ uniqueProductionsToStubs.keys do
      if prodj = largestProd then continue
      prob ← probabilities.get(node.symbol).get(prodj)
      newVars ← (k * largestVars) * (prob/largestProb)
      if newVars mod uniqueProductionsToVariationCounts.get(prodj) = 0 then
        changed ← true
        k ← k + 1
        break
    {Update the variations for each tree stub and return}
  for all prodj ∈ uniqueProductionsToStubs.keys do
    prob ← probabilities.get(node.symbol).get(prodj)
    newVars ← (k * largestVars) * (prob/largestProb)
    multiplier ← newVars/uniqueProductionsToVariationCounts.get(prodj)
  for all stubj ∈ uniqueProductionsToStubs.get(prodj) do
    variations.put(stubj, variations.get(stubj) * multiplier)
  return
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Algorithm 8.3 Update variation counts on non-terminal elementary tree leaf nodes.

Require: stubs {Elementary tree stubs}
Require: variations {Updated map of elementary tree stubs to respective variation counts}

for all stub_i ∈ stub do
  vars ← stub_i.getVariations
  multiplier ← variations.get(stub_i)/vars
  for all n_j ∈ stub_i.getNTLeafNodes do
    n_j.setVariations(n_j.getVariations*multiplier)

and accompanying alternate hypothesis, $H_{d1}$, are stated:

$H_{d0}$: Imposing the CFG language biases on the TAGs generated from those CFGs has no effect on the performance of TAGE.

$H_{d1}$: Imposing the CFG language biases on the TAGs generated from those CFGs has an effect on the performance of TAGE.

$\alpha$: 0.05 using the Mann-Whitney U, two-tailed, non-parametric test.

8.4.3 Results

The results of the comparisons of TAGE and PTAGE are presented in Table 8.7. It can be seen that PTAGE has a significant effect on the Santa Fe ant trail problem, as well as the six multiplexer problem, rejecting the null hypothesis, $H_{d0}$, for these problems. PTAGE has no effect on the remaining two problems.

8.4.4 Discussion

This section explores the effects of applying CFG biases to the TAGs generated from those CFGs. From Table 8.7 it can be seen that the application of PTAGE on two of the problems examined, Santa Fe and six multiplexer, has a significant effect on performance.
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Table 8.7: A comparison of results obtained by TAGE when language biases from CFGs are applied to their equivalent TAGs. The mean best fitness values across 500 runs for the final generation, \( \mu \) and the total number of successful runs are reported, correct to four decimal places. Mann-Whitney U test results comparing distributions of best fitness values at generation 200 are also presented. Shaded cells indicate \( p \)-values < 0.05. \( p \)-values for the comparisons are provided in Table C.5. PTAGE does not modify the grammars of EFP or SR.

<table>
<thead>
<tr>
<th></th>
<th>TAGE</th>
<th>PTAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu ) (SD)</td>
<td>\text{Successes}</td>
<td>( \mu ) (SD)</td>
</tr>
<tr>
<td>EFP</td>
<td>0.0580 (0.5507)</td>
<td>493</td>
</tr>
<tr>
<td>SF</td>
<td>9.7080 (10.8598)</td>
<td>211</td>
</tr>
<tr>
<td>SR</td>
<td>0.0023 (0.0162)</td>
<td>485</td>
</tr>
<tr>
<td>6 Mux</td>
<td>0.5140 (1.6356)</td>
<td>442</td>
</tr>
</tbody>
</table>

PTAGE achieves considerably worse \( \mu \) values that standard TAGE, and also finds less successful solutions. By examining the grammars of these two problems, it can be noted that, as a result of the transformation from CFG to TAG the production biases are altered, causing the selection of certain structures to be favoured over others. In the case of the six multiplexer problem, when selecting auxiliary trees for adjunction with TAGE there is a probability of \( \sim 0.81 \) of selecting an aux tree containing \(<B>:<B>?<B>\#\), a \( \sim 0.18 \) chance of selecting a tree containing either \(<B>  <B> | \) or \(<B>  <B> \& \) each, and a \(< 0.01 \) chance of selecting a tree containing \(<B>  \). This bias causes the TAGE tree to grow much wider than when using the PTAGE approach, as PTAGE balances these probabilities to be equal since they have an equal chance of being selected when deriving using CFGs. This is particularly evident when examining the depths and sizes of TAGE and PTAGE derived trees over the course of the runs in Figure 8.17. In this plot it can be seen that, on average, PTAGE trees are of a similar depth to TAGE trees, however, the tree sizes are much smaller. This indicates that PTAGE trees are narrow in relation to TAGE trees for this grammar. The stubs for the six multiplexer grammar are given in Figure 8.18. Similar effects are observed in the Santa Fe grammar. PTAGE has no effect on the other problems.
as the grammar transformation does not introduce any new biases.

These examinations further highlight the fact that biases can be beneficial depending on the representation and the problem being addressed, in addition to showing how easily changed these biases are in TAGE.

8.5 Summary

This chapter investigates preferential language biases which are introduced when using TAGs in GE. These biases affect the distribution of generated derivation structures and resulting strings, both at initialisation and throughout an evolutionary run. The chapter also examines how common initial populations affect the comparison of TAGE and GE.

First, a separate comparison of GE and TAGE is performed, investigating whether the method of generating initial populations can be significant. This is shown to be true. As such, two methods of creating similar initial sets of trees for GE and TAGE are intro-
Figure 8.18: TAGE auxiliary tree stubs for the six multiplexer CFG in Figure 8.2. The total variations of each tree are written beside the root node of each tree. There is a total of 133 possible trees.
duced, and the performance of GE and TAGE is compared. This comparison shows that, even when initialised with identical populations of derivation trees and phenotypes, there remains a significant difference in performance in most of the problems examined, and of those significant differences, TAGE results in lower mean best fitness values and produces more successful solutions.

In generating similar populations of trees, biases in the distributions of the shapes of the trees being generated by TAGE are identified. These biases are introduced due to the constraints placed upon the adjunction operation by TAGE, as well as by the transformation algorithm used to generate TAGs from the original CFGs. New adjunction constraints and a system to eliminate the transformation biases, PTAGE, are described. An examination of the effect of these biases have on the performance of TAGE is presented and it is shown that these biases, adjunction restrictions and transformation biases, can be beneficial to the algorithm but are dependant on the grammar and the problem in question.

In the following chapter the developmental nature of the feasibility property of TAGs is explored, and a novel evolutionary developmental system is developed by integrating an online artificial gene regulatory network (GRN) model with TAGE.
Chapter 9

Developmental TAGE

GRNs, which are at the core of developmental biology allow for “differential gene expression from the same nuclear repertoire” [58]. These networks are capable of producing complex dynamics, partially achieved through the use of both direct and indirect self-regulation, as well as environmental factors. GRNs are attractive for EC as natural GRNs are known to be capable of organising as scale-free networks. Such networks have been shown to be modular in nature and robust to mutations, both important properties for evolvability. An outline of a new genetic representation for GP using GRNs is given by Banzhaf [5] (outlined in Section 4.2), exploring the dynamics of such a system. An extension of this model provides it with a means of input and output, allowing the model to be used as a computational tool [156]. However, even in its extended form, the model is limited in use as the phenotype produced is a series of real-valued signals, making the representation difficult to apply to many different problem domains.

This chapter is concerned with exploring the use of GRNs in conjunction with the generative power of TAGs, and investigating the effects of this complexification of the mapping process. TAGs are especially useful from a developmental perspective due to their property of feasibility. This means that all intermediate developmental stages are “functional”, i.e., TAGs allow the production of valid individuals that can be evaluated at every stage of derivation.
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The method presented in this thesis is novel as it introduces a combination of the dynamics present in the Banzhaf [5] model with the expressiveness of grammar formalisms. This method has the potential of producing different phenotypes - of any language that can be defined with a grammar - each time the GRN is sampled.

TAGE is extended to include the GRN model within the mapping process. Employing TAGs for the generation of phenotypes enables the GRN model to be applied to many different problem domains, while the GRN provides TAGE with rich dynamics for the generation of phenotypes, as well as enabling the problem environment to influence the mapping process. Some of the work in this chapter is based upon a study published by Murphy et al. [144].

The layout of the remainder of the chapter is as follows. The proceeding section, Section 9.1, outlines the integration of the extended Banzhaf-Nicolau GRN model (see Section 4.2) into the TAGE pipeline. This is tested on a common benchmark problem, the inverted pendulum problem, in Section 9.2. Limitations of the GRN-extended TAGE algorithm are discussed in Section 9.3. Finally, a summary of the chapter concludes the chapter in Section 9.4.

9.1 Developmental TAGE

This section introduces a novel extension of the GRN model described above. The model, as it stands, is capable of receiving signals from the environment as input, and providing signals back to the environment as output. However, these signals are limited to real values and, as such, it is difficult to apply to many different problem classes. In this section, a novel merging of the extended GRN model and TAGE is presented. This combination of methods, which will be referred to as Developmental TAGE (DTAGE), allows the power of grammar formalisms to be used in conjunction with the complex dynamics that the
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GRN is capable of producing. The core concept underlying DTAGE is that of cell differentiation, i.e., differential gene expression. This involves the same genome giving rise to a number of different phenotypic effects as a result of factors external to the genome, be they environmental or physical in nature.

Taking dynamic environments as an example, the aim of DTAGE is to evolve individuals such that a single individual is capable of expressing one of a variety of different phenotypes, depending on the current state of the environment. This is achieved by allowing the state of the environment to affect the genotype-phenotype mapping process.

In order to investigate the combination of the GRN model with grammar formalisms, the TAGE pipeline is extended. The GRN model is embedded within the mapping process. This enables easy access to the evolved genome in order to locate TF-genes and P-genes for the construction of the GRN. At a high level, the GRN takes state information from the problem environment and provides codons for the traditional TAGE mapping process. The generated phenotype affects the problem environment and new state information is passed to the GRN, which in turn provides new codons for mapping.

In order to allow for this, a feedback loop is required between the fitness function and the mapping process. This is highlighted in Figure 9.1, while Figure 9.2 shows the GRN in the context of the entire algorithm.

**Example 3 (Evaluation in DTAGE)** To evaluate an individual, its genome must first be mapped. The mapping call initiates a search of the individual’s genome for genes and a GRN is constructed. This GRN is allowed to run, without free TF-proteins (inputs), for
Figure 9.2: An updated flow graph of the GE algorithm (Figure 2.4) incorporating the GRN. Evolved genotypes are used to build GRNs, codons are extracted from the GRN model and mapped to a phenotype. Information from the evaluation environment can be fed back into the GRN, affecting the produced codons and resulting phenotype. This allows multiple phenotypes to be generated from individual genotypes.
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a maximum of 10000 iterations in an effort to allow the network to stabilise into a steady state. This may stop prematurely if a steady state is detected in fewer iterations. The algorithm to detect if the GRN has stabilised is given in Algorithm 9.1.

Algorithm 9.1 Checks to see if the GRN has settled into a steady state, i.e., concentration values have stopped changing.

Require: $P$ the set of all protein concentration values over time
Require: $t$ the current iteration
Require: $T$ the size of window of iterations to check
Require: $\epsilon$ a threshold of change

\[
\text{if } t < T \text{ then} \\
\quad \text{return false} \\
\text{for all } p_i \text{ in } P \text{ do} \\
\quad \delta \leftarrow p_{it} - p_{i(t-T)} \\
\quad \text{if } |\delta| > \epsilon \text{ then} \\
\quad\quad \text{return false} \\
\text{return true}
\]

After stabilisation, the fitness function is called to evaluate the individual. The initial state of the environment, encoded as a set of free TF-protein concentrations, is passed to the mapper and injected into the GRN, scaling the existing produced TF-proteins as necessary. The injection of inputs and scaling can also happen before stabilisation so as not to unbalance the system.

The GRN is then run for a predefined number of iterations, a sync, before the P-proteins and their concentrations are used to create a string of integer codon values. These codons are then used by the traditional mapping process to produce a valid phenotype. This phenotype is evaluated by the fitness function and updated state information is injected into the GRN. The GRN is again allowed to sync, before extracting codons from the P-proteins and mapping a new phenotype to be passed to the fitness function. This process is repeated as many times as required by the fitness function.

Using TAGs for this mapping is important as, unlike CFGs, TAGs will always produce a valid phenotype, regardless of how many codon values are available to the mapper. In
addition, a broader range of phenotype sizes can be produced by TAGs than CFGs with the same number of codons. Equivalent phenotypes using CFGs would require much larger networks.

9.1.1 Protein-Phenotype Mapping

There are many different methods of interpreting the P-proteins and their concentration levels to produce codon values for mapping. In this thesis, four such methods are examined. The first two are for use with a very simple binary grammar, i.e., a TAG with only two initial trees, and are chosen to simulate the approaches taken by Nicolau et al. [156] while still retaining the use of a direct mapping grammar. These two methods make use of a single P-protein to produce a single codon value. The latter two methods are for use with grammars of any arity and use all available P-proteins to produce a chromosome of codon values, enabling mapping with grammars of much higher complexity.

**Concentration Value** This approach makes use of the concentration value of a single P-protein. If that value is found to be greater than 0.5, a codon value of 1 is used. Otherwise, a codon value of 0 is used. When using this approach, all possible P-proteins are tested, selecting the P-protein which generates the best fitness.

**Concentration Tendency** Here, the change in concentration of a single P-protein from input injection to the final iteration of a sync is used. A P-protein is considered if the magnitude of this change is greater than some threshold. A codon value of 0 or 1 is used depending on the sign of that change, positive or negative respectively. Otherwise, the codon value chosen previously will be reused. A threshold of $1^{-10}$ is used. Similarly, when using this approach all possible P-proteins are tested, selecting the P-protein which generates the best fitness.
Sort by Concentration  This approach uses the 32 bit protein signatures of all P-proteins as codon values. The set of P-proteins is sorted in descending order by concentration level, as suggested by Banzhaf [5]. The 32 bit signatures of the P-proteins are then used to represent integer codon values, with the most concentrated P-protein as the left-most codon.

Sort by Concentration Tendency  Similar to the Sort by Concentration method above, this approach uses the 32 bit protein signatures of all P-proteins as codon values. However, the P-proteins are sorted by the absolute magnitude of the change in their concentration values over the course of the sync. That is to say, the P-protein whose concentration changes the most over the course of a sync is used as the first codon for mapping, and so on, in decreasing magnitude of change until the P-protein whose concentration changed the least is used as the final codon in the sequence.

9.2 Benchmark

To test the ability of DTAGE to learn information about the problem environment and to produce suitable phenotypes to “survive” within the problem environment, the performance of DTAGE is observed on a standard dynamic benchmark problem, the inverted pendulum problem [9, 216]. This problem, also known as the pole-balancing or cart-pole problem, is a classic dynamic control problem that has been previously examined in the field of tree-based GP [110, 204, 205]. More recently, the problem has been examined in the study of the evolution of neural networks using Cartesian GP [106], and the of application of GRNs to evolutionary computation [156, 121]. The problem description below is based upon the problem setup used by Nicolau et al. [156].
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9.2.1 Inverted Pendulum Problem

The problem consists of simulating a cart which can move along a finite two dimensional level track. A rigid pole is hinged to the centre of the cart. Forces may be applied to the cart in either direction, causing the cart and the pole to accelerate either left or right. The aim of the problem is to prevent the angle created between the pole and the vertical from becoming greater than some threshold, and keeping the cart within the bounds of the track. The problem model consists of four state variables:

\[ x \in [-2.4, +2.4] m \] the cart position, relative to the centre of the track;
\[ \dot{x} \in [-1.0, 1.0] m/s \] the velocity of the cart;
\[ \theta \in [-12, 12]^\circ \] the angle of the pole with the vertical;
\[ \dot{\theta} \in [-1.5, 1.5]^\circ/s \] the angular velocity of the pole.

The (friction-less) physical simulation of the cart-pole model is governed by the following non-linear differential equations:

\[
\ddot{x} = \frac{F_t + ml \dot{\theta}^2 \sin \theta - l g \sin \theta}{m \left( \frac{4}{3} - \frac{m \cos^2 \theta}{m_c + m} \right)} \\
\ddot{\theta} = \frac{F_t + ml \dot{\theta}^2 \cos \theta - \dot{\theta} \cos \theta}{m_c + m}
\]

where \( g = -9.8m/s^2 \), acceleration due to gravity, \( m_c = 1.0kg \), the mass of cart, \( m = 0.1kg \), the mass of pole, \( l = 0.5m \), the half-pole length, \( F_t = \alpha \cdot 10N \) where \( \alpha \in [-1.0, 1.0] \), the force applied to the cart’s center of mass at time \( t \).

GRN Inputs

The four state variables mentioned above are encoded as free TF-proteins for the GRN model by assigning a unique signature to each variable, with each variable's value normalised in the range \([0.0, 0.1]\) taking up a maximum concentration of 0.4 in the GRN model. The signatures of each variable are:
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\[
x: \ 00000000000000000000000000000000 \quad \theta: \ 11111111111111111111111111111111
\]
\[
\dot{x}: \ 11111111111111110000000000000000 \quad \dot{\theta}: \ 00000000000000001111111111111111
\]

These free TF-proteins are injected into the stabilised GRN and the existing produced TF-proteins are scaled as required. The GRN is then synchronised using a sync step size of 2000 iterations. This sync step corresponds to 0.2s of simulated time for the cart-pole model. After which, the P-proteins are mapped and the phenotype is produced. This phenotype is evaluated resulting in a scaling co-efficient, \( \alpha \), for the force. The value of \( \alpha \) is clamped between \(-1.0\) and \(1.0\) inclusive. The scaled force is applied to the equations of motion and the state variables are updated, re-encoded, and fed back into the GRN. This process continues until the maximum number of time steps is reached, or the cart-pole model enters a failure state, i.e., \(-2.4 > x > 2.4\) or \(-12^\circ > \theta > 12^\circ\). Fitness is calculated by:

\[
F(x) = \frac{120000}{\text{successful time steps}} - 1.
\]

9.2.2 Experimental Design

This chapter is concerned with the application of grammars to the artificial GRN model. The initial goal is to learn whether DTAGE is sufficient to capture state information from the problem environment and to evolve a mapping from different environmental states observed in the problem to some set of phenotypes which will enable individuals to successfully solve the problem. The secondary goals are to examine the effect of different methods of mapping from P-proteins to codon values, and to explore the use of different grammars, each defining a more complex language than the next.

To this end, several experiments are presented in the following sections. The grammars used throughout this study are listed as CFGs in Figure 9.3. These CFGs are converted to TAGs using Algorithm 3.1. The general evolutionary parameters of the system are presented in Table 9.1.
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Table 9.1: GE parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>GEVA v1.1 (extended)</td>
</tr>
<tr>
<td>Random Number Generator</td>
<td>Mersenne Twister MT199973</td>
</tr>
<tr>
<td>Generations</td>
<td>50</td>
</tr>
<tr>
<td>Population Size</td>
<td>250</td>
</tr>
<tr>
<td>Initialisation Method 0</td>
<td>Random</td>
</tr>
<tr>
<td>Initial Chromosome Size</td>
<td>128 (4096 bits)</td>
</tr>
<tr>
<td>Max Chromosome Wraps</td>
<td>0</td>
</tr>
<tr>
<td>Replacement Strategy</td>
<td>Generational</td>
</tr>
<tr>
<td>Elitism</td>
<td>25 Individuals</td>
</tr>
<tr>
<td>Selection Operation</td>
<td>Tournament</td>
</tr>
<tr>
<td>Tournament Size</td>
<td>3</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>0.0</td>
</tr>
<tr>
<td>Bit Mutation Probability</td>
<td>0.005</td>
</tr>
</tbody>
</table>

In order to determine whether DTAGE is sufficient to solve the problem and is capable of performing comparably to similar work in the field, e.g., Nicolau et al. [156], 100 independent runs of the simple direct mapping grammar using the first two P-protein mapping methods (see Section 9.1.1) are performed. These methods generate a single codon value for mapping, producing a phenotype of either \(-1\) or \(+1\). The problem environment is set to a random initial state at the start of each generation of a run. The entire population, including elites are evaluated using this new initial state and must balance the pole for 120,000 time steps (syncs) to successfully solve the problem. If at any generation an individual succeeds in solving the problem, then the run is stopped. Following this, to assess the effect of grammar complexity on the system, three different grammars of increasing complexity are examined over 100 runs using the remaining two P-protein mapping approaches.

In total, eight separate runs are performed and four comparisons are performed. First, the initial two mapping methods are compared using the direct mapping grammar. Following this, each of the more complex grammars are used to compare the remaining two mapping methods.
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(a) Direct mapping grammar

(b) Discrete digits grammar

(c) Continuous digits grammar

(d) Symbolic regression grammar

Figure 9.3: The grammars used, in reverse polish notation. Note that (c) generates the interval \((-1.0, 1.0\)). All resulting values are clamped to \([-1.0, 1.0]\). TAGs generated from these CFGs are given in Figure D.1-D.4.

9.2.3 Results and Discussion

The mean best fitness plot of the direct mapping grammar experiments are presented in Figure 9.4a. From this plot, it appears that both approaches perform well on the problem. From the number of successful runs reported in Table 9.2 it can be seen that both mapping methods, using the concentration values and concentration tendencies manage to solve all runs. It is clear that the GRN model embedded in DTAGE representation is capable of being evolved to capture state information from the problem environment and generating the correct output to solve inverted pendulum problem. Similar plots are presented for the three other grammars, the discrete grammar in Figure 9.4b, continuous in Figure 9.5a and the symbolic regression grammar in Figure 9.5b.

Due to the dynamic nature of the problem, which allows for large variance between generations it is difficult to draw conclusions from these plots, as to which, if any, method of mapping from P-proteins performs better than another. As such, the results of the generalisation test are presented below, and help provide a clearer picture.
Figure 9.4: Mean best fitness plots for the direct and discrete grammars comparing the use of concentration value against concentration tendency for choosing codons for mapping.
Figure 9.5: Mean best fitness plots for the continuous and symbolic regression grammars comparing the use of concentration value against concentration tendency for choosing codons for mapping.
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Table 9.2: Generalisation test results: 1000 time steps for 625 test cases. The number of successful runs are also reported.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Best</th>
<th>Worst</th>
<th>Median</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Suc. (100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct - Concentration</td>
<td>404</td>
<td>0</td>
<td>206.5</td>
<td>206.79</td>
<td>117.25</td>
<td>100</td>
</tr>
<tr>
<td>Direct - Tendency</td>
<td>232</td>
<td>1</td>
<td>64</td>
<td>75.08</td>
<td>51.08</td>
<td>100</td>
</tr>
<tr>
<td>Discrete - Concentration</td>
<td>409</td>
<td>0</td>
<td>196</td>
<td>185.77</td>
<td>106.93</td>
<td>94</td>
</tr>
<tr>
<td>Discrete - Tendency</td>
<td>268</td>
<td>0</td>
<td>110</td>
<td>104.37</td>
<td>56.72</td>
<td>95</td>
</tr>
<tr>
<td>Continuous - Concentration</td>
<td>393</td>
<td>0</td>
<td>198.5</td>
<td>184.58</td>
<td>108.96</td>
<td>92</td>
</tr>
<tr>
<td>Continuous - Tendency</td>
<td>241</td>
<td>0</td>
<td>109</td>
<td>108.1</td>
<td>53.28</td>
<td>94</td>
</tr>
<tr>
<td>Sym. Reg. - Concentration</td>
<td>393</td>
<td>0</td>
<td>167</td>
<td>158.35</td>
<td>109.25</td>
<td>91</td>
</tr>
<tr>
<td>Sym. Reg. - Tendency</td>
<td>321</td>
<td>0</td>
<td>106.5</td>
<td>109.31</td>
<td>68.85</td>
<td>82</td>
</tr>
</tbody>
</table>

Generalisation Results

The generalisation test proposed by Whitley et al. [216] is used in this study to examine robustness, i.e., how well a solution manages to survive when placed into a number of differing environmental situations. After each run, the best individual is tested on its ability to balance for 1000 time steps on 625 different test cases (start states). For each of the cart model’s four state variables, a set of five values is calculated, with these values normalised to 0.05, 0.275, 0.725 and 0.95 of the each variable’s range. The set of test cases is calculated from all combinations of values for each state variable. It should be noted that Nicolau et al. [156] have shown that only 457 of these cases are solvable. Similar generalisation tests for this problem have been used in the literature, e.g., Khan et al. [106] report generalisation success rates of 532 out of 625 test cases, however, these test cases are drawn at random; and Shimooka and Fujimoto [204] calculate robustness as the success rate over 1000 iterations with the test cases drawn from specified normal distributions.

Table 9.2 outlines the different results of the generalisations tests applied to the best individual of each run for each experiment. From this table it can be seen that there is a clear advantage to using the concentration values themselves over the tendency of these values to make decision for mapping. This may be due to the fact that the concentration values are related by means of their values being normalised, if one concentration decreases
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at least one other must increase. Such a relationship may be easier to evolve to solve this problem. Whereas with such a large sync size (2000 iterations), evolving the network in such a way as to produce the desired mapping from input states to the correct ordering of P-proteins is very difficult due to the complex dynamics present in the model. This difficulty increases as the size of the sync increases.

With regards to the different grammars examined, the results of the generalisation tests on the basic direct mapping grammar are comparable to those presented previously in the literature by Nicolau et al. [156] using random genomes, as is the case here. Similar to what is observed in this study for these results when comparing the usage of concentration value against concentration tendency, Nicolau et al. reports a reduction in performance when using tendency over the concentration value itself.

The introduction of larger, more expressive grammars is shown to affect performance. Keeping with the concentration approach, the mean test results for the discrete and continuous grammars decrease by \(\sim 20\%\) from the direct mapping approach. This decreases further for the symbolic regression grammar. It should be noted however, that while the means have dropped, the best result found over all the runs makes use of the discrete constant grammar.

From these results, it is clear that with the addition of the TAGE mapping process, the GRN model remains capable of being evolved to learn useful state information from the problem environment and to produce usable output. DTAGE enables the GRN model to be applied to many more interesting problem domains.

9.3 Limitations

The main limitation of using this GRN model is the time cost associated with it. Each time-step of the problem environment that the GRN is synchronised with requires, in
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In this case, 2000 iterations of the GRN. In addition, the size of the networks in use in this study are relatively small, tens of genes at most. As the regulation of the Banzhaf model is \( O(n^2) \), increasing the size of the networks would compound this problem. The model includes scaling parameters which when used can increase the size of the regulatory effect. Increasing this effect can reduce the accuracy of the model but in theory this could allow for similar performance using a smaller sync size.

9.4 Summary

The objective of this chapter is to explore the effect of a novel combination of TAGs and an artificial GRN model. GRNs are thought to be core to the process of differential gene expression, and as such are of interest to the field of EC.

By exploiting the generative power of grammars, this GRN model can be further extended to allow more varied phenotypic products, enabling the application of the GRN model to a broader range of problem domains. Addressing this, the artificial GRN model is adapted into the TAGE algorithm. TAGs are ideal for this due to their property of feasibility, and larger base derivation structures. Different methods of extracting output from the GRN model for mapping using a TAG are examined. This new system is then tested on the inverted pendulum benchmark problem.

The results obtained show that the inclusion of a grammar is not detrimental to the performance of the GRN in the simplest case, reproducing results previously published in the literature [156], with more complex grammars highlighting the system’s ability to produce and operate effectively with a more complex genotype-phenotype mapping. Of the two methods of mapping from GRN proteins to phenotypes that are tested, it is shown that using the concentration values to obtain codons for mapping results in improved performance over using the change in concentration.
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The end of this chapter brings a close to the exploration of TAGs as part of a representation for EC, and GE in particular. The following chapter presents a discussion of the conclusions of this thesis. Limitations of the work presented throughout are outlined, and opportunities for interesting future work which may be pursued on the use of TAGs for GE are presented.
Part III

Conclusions
Chapter 10

Conclusions and Future Work

Having explored the use of Tree-Adjoining Grammars for Grammatical Evolution, a discussion of the conclusions of this thesis is now presented. First, a thesis summary, along with the contributions it has made, is given in Section 10.1. The limitations of this thesis are outlined in Section 10.2. Finally, opportunities for future work which may be pursued on the use of TAGs for GE are given in Section 10.3.

10.1 Summary of Thesis

The aim of this thesis was to explore the use of TAGs as part of the representation for GE, and to investigate how the use of TAGs, which have been shown to be more powerful than CFGs, affects GE’s ability to perform search. To fulfil this aim a number of research questions were proposed:

- Can TAGs be used, in conjunction with a linear genotype, as an effective representation for GE?

- How does a TAG-based GE representation behave differently than the canonical CFG representation used by GE?

- Do the biases introduced by converting CFGs to TAGs affect GE?
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- Can any properties of TAGs be exploited in order to enhance GE?

Initially, Chapter 5 described a novel extension of GE incorporating TAGs into the GE representation (TAGE). Following this, Chapter 6 compared TAGE and standard GE in terms of performance. Differences in the two representations were identified and further comparisons were performed. Results from Chapter 6 initially show that TAGE outperforms GE on all problems examined. However, when the representational differences identified in this chapter were addressed, GE performed as well as, and indeed better than TAGE on some of the experiments. The results additionally highlight the fact that TAGE populations tend to maintain an average fitness much farther away from the optimum than GE.

Next, Chapter 7 explored the difference in connectivity of the search spaces of TAGE and GE using a novel method of rendering search landscapes. It was shown that, for single-mutation landscapes for a number of typical grammars, TAGE search spaces are much more densely connected than those of GE. This affords individuals greater opportunity to move about the space, which might aid in deterring population convergence. It can also indicate lower locality in the representation, allowing small changes to the genotype to have a wide range of effects on fitness.

Chapter 7 examined the effects of common phenotype initialisation and changes in the biases inherent to the representation when transforming from CFG to TAG. While the original CFG and the produced TAG are equivalent, i.e., no exclusion biases are introduced during the transformation, the preferential language biases in the system are affected by this transformation. Methods for addressing the different biases were given. The results from this chapter show that the biases that are induced can be beneficial to the representation, however, this benefit is shown to be problem dependent.

The final experimental chapter, Chapter 9, introduced DTAGE, a novel evolutionary developmental extension of TAGE using an artificial GRN model which exploits the feasi-
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bility feature of TAGs. The ability of this model to learn useful state information from the problem environment and to produce phenotypes to survive within the environment was tested on a common benchmark problem. The results of this chapter show that DTAGE is capable of evolving GRNs which can capture state information from a dynamical environment, and which can be used to generate codon sequences for mapping to phenotypes generated from complex grammars. The results of this chapter suggest that the extension might perform well on other more complex dynamic problems.

10.1.1 Contributions

A review of the literature on the use of TAGs in EC was provided in Chapter 3. Aside from this, the following contributions, and how they address the research questions of this thesis, are presented. Additional practical contributions resulting from the work completed are also provided.

TAGs as an effective representation

GE, and indeed many GBGP systems make use of CFGs as part of their representation. This thesis is interested in exploring the use of the more powerful TAGs for use in GE. In addressing Question 1, Chapter 5 presents a novel extension of GE which makes use of TAGs. In order to guarantee both the non-fixed arity, and the resulting feasibility properties of TAGs for use with GE, the adjunction composition operation is used exclusively.

Analysis of TAGE performance

Section 6.1 further contributes towards Question 1. The results from the experiments carried out in this section show that a TAG based GE representation (TAGE) performs better than the canonical GE. Confirming that TAGs can be used as part of an effective representation for GE.
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Representational Differences

Question 2 is addressed by Section 6.2. Differences between the two representations are identified and when addressed, GE can perform as well, if not better than TAGE on some of the experiments. These investigations show that TAGE and GE behave differently.

Population Convergence

Question 2 is further addressed by the analysis of the average population fitness throughout the experiments performed in Chapter 6. The results in this chapter show that, while performing better in terms of best fitness, TAGE populations maintain worse average fitness than those of canonical GE, i.e, the population does not converge towards the optimum.

Connectivity of mutation landscapes

Moreover, Chapter 7, in examining the mutation search spaces for both TAGE and GE further contributes towards Question 2. Using a visualisation method on the mutation search landscapes, it is shown that the TAGE representation is much more densely connected than GE, affording TAGE individuals greater opportunities to traverse more of the search space. This can be indicative of a greater ability to escape from local fitness optima.

Analysis of language biases

In comparing the random generation of individuals, both for use with initialisation and variation throughout a run, Chapter 8 broaches Question 3. Section 8.3 explores the effects of adjunction constraints, while Section 8.4 investigates the modification of implicit biases in CFGs when transformed into TAGs. The results of these examinations show that the biases that are induced can be beneficial to the representation, however the benefit is shown to be problem dependent.
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Beneficial TAG properties for GE

Throughout the work in this thesis, a number of properties of TAGs have been highlighted that address Question 4. As a result of the TAG representation developed in Chapter 5, the non-fixed arity and resulting feasibility properties of TAGs enable the elimination of invalid individuals from the GE system. This is achieved without the use of expensive repair operations. Furthermore, the enhanced connectivity of the TAGE representation shown in Chapter 7 - previously mentioned - provides benefit to the algorithm.

Applicability of GRNs

Moreover, further addressing Question 4, this property of feasibility enables the enhancement of GE by means of the incorporation of GRNs into TAGE, as shown in Section 9.1. The existing form of the GRN model is slow to execute and, as such, smaller GRNs are more desirable for practical uses. TAGs enables very few codons - generated from the GRN - to be used to create a large set of potential phenotypes. The occurrence of invalids when mapping with CFGs makes this non-trivial. In order to make use of CFGs, a very simple grammar would be required to increase the likelihood of a valid mapping. Alternatively, wrapping or a method of segmenting the existing codons into additional codons could be used. There is no guarantee, however, with wrapping that mapping will terminate [157].

The incorporation of GRNs allows TAG-based GE to be applied in a novel way to a new class of problems. This extension of TAGE tested a number of different grammars and mapping procedures and it is shown that this complexification of the mapping process does not detract from the ability to find solutions.

The most significant of these contributions is the development of the TAGE representation as an effective representation. The incorporation of TAGs into the GE representation
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enables GE to make use of the expressive power of TAGs. In addition to allowing GE to take advantage of the grammar’s properties, opening up possible avenues of exploration such as incremental evaluation and other forms of developmental evolutionary computation, such as presented with DTAGE.

Additional Practical Contributions

Development and implementation of TAG-based GE system

An open source GE framework, GEVA, is extended to make use of the TAG-based representation, TAGE, described in Chapter 5.

Method of initialisation for identical initial GE and TAGE populations

When comparing different representations, it can be difficult to account for the initial position in the search space. Section 8.2 presents a method of generating well distributed initial populations which can be used by both GE and TAGE by means of a shared intermediate state of representation. This allows a population of individuals to be generated in a normal manner for TAGE, generating the GE chromosomes for the same derivation trees and phenotypes retrospectively.

Method of imposing language biases with TAGs

The specific stub-based TAGE representation, presented in Section 5.4, is shown to be useful by allowing trivial modification of the language biases in a system.

Method of applying CFG biases to TAGs

The stub-based representation mentioned above is used as part of an algorithm to impose the probabilities of production rules being selected in CFGs on the TAGs produced by those CFGs. This method, PTAGE, is presented in Section 8.4.

Development of a novel developmental extension of TAGE

A developmental extension of TAGE where an artificial GRN model is incorporated
into the TAGE pipeline is presented in Section 9.1. This extension, which augments the mapping process with a GRN, allows the complex dynamics that come about from this model to be taken advantage of by TAGE. In addition, the GRN model can now be utilised on the diverse set of problem classes that grammar-based GP are applied to. Moreover, this extension of the TAGE mapping process enables it to be influenced by the problem state, or environment, providing individuals with the ability to express different phenotypic effects depending on the environment in which they find themselves.

10.2 Limitations

As was mentioned in Chapter 1, the aim of this thesis is to explore the use of TAGs as part of a representation for GE. To this end, a novel representation is developed, some limitations must be considered to progress the study.

When developing a new representation decisions must be made on how best to achieve that goal. This thesis concentrates on a single developed representation, TAGE, and its extensions. While many other methods of incorporating TAGs into the GE representation may exist, they have not been explored by in work.

Additionally, when examining this novel representation, only TAGs which have been produced from the CFG used by GE are used. This is done to ensure equivalence of the grammars, i.e., that they are capable of generating the same set of sentences and trees. No investigation into the design of custom TAGs for use with TAGE is provided.

Continuing with grammars, the CFGs used throughout are also the standard CFGs commonly used with GE on the problems examined. Recent work has looked at how CFGs can be written to alleviate certain biases, and properties which could improve standard GE’s performance [63, 157]. Furthermore, no comparison is provided of TAGE with other
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grammars that have been used with GE, e.g., attribute grammars.

As with all EAs, there a number of decisions which must be made in order to set
evolution in motion. These decisions include, the choice of operators, as well as the setting
of rates for mutation, crossover, selection and replacement. The parameters used in the
investigations within this work are set as being similar to the standard values used in
the field. No exhaustive parameter sweep of these values or operator combinations is
performed. Similarly, not all possible problems can be examined so a representative set of
benchmark problems from the literature are examined.

This limitation of parameter selection extends to the use of the GRN model described
in Section 4.2. No exploration of network size is performed, nor is there an investigation
into the length of each synchronisation period or the scaling terms. The values used are
taken from the literature.

Finally, there exists a large body of literature on evolutionary developmental systems
which could be examined to help improve the DTAGE extension.

10.3 Opportunities for Future Research

The work presented in this thesis has shown that TAGs can be effectively used as part of the
representation for GE. Through the completion of this exploration a number of interesting
avenues for future work have been uncovered for exploitation. This section provides an
outline of some of these interesting opportunities, in order of priority in the opinion of the
author.

Diversity

As is shown in Chapter 7, TAGE landscapes for mutation operations appear far more
densely connected than those of GE, and in addition, shown in Chapter 6, TAGE popu-
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lations show a trend of non-convergence towards the optimum. An investigation should be carried out to ascertain whether these properties of TAGE aid to enhance, or indeed affect, the diversity of populations generated by TAGE at each generation.

Substitution Composition Operation

To ensure feasibility in the developed TAG-based representation, the substitution composition operation is omitted, and the adjunction operation is exclusively used. Substitution allows for a much more compact representation and is a desirable property when utilising TAGs. This work presents a single method of incorporating TAGs with GE. Further study could examine other methods of incorporating TAGs which might enable the use of substitution. Such as adopting the lexeme approach described in Section 3.2 for TAGE. Such an approach could possibly be utilised by means of a hybrid representation, making use of the linear chromosome of GE to evolve adjunction operations and separately making use of safe operations which modify substitution composition operations while ensuring each tree is complete. Another possibility would be wrap the chromosome which is used for substitution in a diploid approach, ensuring mapping completion. Alternatively, further investigation into the presented TAGE representation may reveal a method which enables the use the substitution composition operation.

As a result of this design decision, the tree stub-based approach is used. While helping to reduce the number of trees which need to be generated, it does not alleviate the problem completely. CFGs, which, rather than having rules with large numbers of terminal productions, have a large number of non-terminal productions, are not addressed by the stub approach. If substitution cannot be incorporated into TAGE, further work on this method of tree set reduction could be carried out to improve the representation.
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Variation Operations

The examination of the mutation search landscapes revealed that the TAGE representation is much more densely connected. This study opens up a number of further avenues of interesting work. First, the novel method analysis used for the mutation landscapes could be extended to other operations, such as crossover. In doing so, the dimensionality of the visualisation will increase, making it a difficult but interesting problem. The application of these methods does not stop with GE and TAGE, and could be applied to the analysis of other types of EA.

Secondly, while the TAGE representation is shown to be more dense, with greater opportunities to move from each point in the search space, by recalling how TAGE mapping operates and that TAGs have the non-fixed arity property, an interesting suggestion arises that could warrant further investigation. This suggestion is that TAGE mutation may be capable of providing higher structural locality than mutation in standard GE. If a mutation event does not modify the number of adjoinable address that would have been introduced into the tree should the mutation not have happened, then a mutation event with a very high structural locality will have occurred, with only terminal symbols throughout the tree being affected, and the structure of the tree remaining the same.

Furthermore, there are many opportunities for further exploration of TAGE in the context of variation operations. Only the basic GA crossover and mutation operations have been used throughout this thesis. Investigation into other interesting operations, such as a less destructive sub-tree crossover, could be conducted using TAGE.

DTAGE

Further work can be conducted into exploring the impact of network size, as well as the length of synchronisation period. Such studies would be advantageous, allowing application of the model to more complex dynamic problems with an increased number of
environmental variables.

In addition, much interesting study remains to be performed on analysing the phenotypes produced by the DTAGE mapping combination, as well as examining how the different methods of extracting codons from the GRN affects this.

**TAG exclusive languages**

As TAGs is slightly more powerful than CFGs, there are languages which TAGs can generate and which CFGs cannot. An investigation should be performed to examine whether these types of languages can provide any benefit to TAGE.

**TAG derivation tree shape**

Tree balancing algorithms exist and could be made use of for the generation of TAG derivation trees for TAGE initialisation. An investigation should be performed to examine the suitability of such algorithms to generate desirable distributions of derivation tree shapes and sizes.

**Bloat**

The final opportunities for future work presented here are those pertaining to Bloat. Bloat is a concern for any representation that generates large trees of code. As there is no bias in TAGs towards specific derivation tree sizes, and composition operations can operate on large groups of symbols (elementary trees) than GE, resulting in larger trees on average than GE for the same chromosome length, an investigative study on the level of bloat would be of benefit to TAGE.
Appendix A

Chapter 3
Figure A.1: Example of a complex grammar as referenced in Section 5.4. This grammar was used for the Mrs. Pacman problem by Galvan-Lopez et al. [54].
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Chapter 5 & Chapter 6
\[
\begin{align*}
\text{<prog> } &::= \text{<expr>} \\
\text{<expr> } &::= \text{<expr> <expr> <op> } \\
& \quad \mid (\text{<expr> <expr> <op>}) \\
& \quad \mid \text{<var>} \\
& \quad \mid (\text{<var>}) \text{<pre-op>}
\end{align*}
\]
\[
\begin{align*}
\text{<pre-op> } &::= ! \\
\text{<op> } &::= "|" \mid & \mid ^
\end{align*}
\]
\[
\begin{align*}
\text{<var> } &::= d0 \mid d1 \mid d2 \mid d3 \mid d4
\end{align*}
\]

(a) CFG

(b) Initial trees

(c) Auxiliary trees

Figure B.1: CFG and TAG for the even-five parity problem. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
\[\begin{align*}
\text{<prog>} & : = \text{<code>} \\
\text{<code>} & : = \text{<line>} \mid \text{<code>} \text{<line>} \\
\text{<line>} & : = \text{<condition>} \mid \text{<op>} \\
\text{<condition>} & : = \text{if(food\_ahead()==1) \{<opcode> \}} \\
& \quad \text{else \{<opcode> \}} \\
\text{<op>} & : = \text{left(); \mid right(); \mid move();} \\
\text{<opcode>} & : = \text{<op>} \mid \text{<opcode>} \text{<op>}
\end{align*}\]

(a) CFG

(b) Initial trees

(c) Auxiliary trees

Figure B.2: CFG and TAG for the Santa Fe ant trail problem. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
\[ \text{prog} ::= \text{expr} \]
\[ \text{expr} ::= ( \text{op} \ \text{expr} \ \text{expr} ) \ | \ \text{var} \]
\[ \text{op} ::= + \ | \ - \ | \ * \]
\[ \text{var} ::= x0 \ | \ 1.0 \]

(a) CFG
\[
\begin{array}{c}
\text{<code>}
\end{array}
\begin{array}{c}
\text{<expr>}
\end{array}
\begin{array}{c}
\text{<var>(2)}
\end{array}
\]

(b) Initial trees
\[
\begin{array}{c}
\text{<expr>}
\end{array}
\begin{array}{c}
( \text{<op>(3)} \ \text{<expr> *} \ \text{<expr> } )
\end{array}
\begin{array}{c}
\text{<var>(2)}
\end{array}
\]

(c) Auxiliary trees
\[
\begin{array}{c}
\text{<expr>}
\end{array}
\begin{array}{c}
( \text{<op>(4)} \ \text{<expr>} \ \text{<expr> * } )
\end{array}
\begin{array}{c}
\text{<var>(2)}
\end{array}
\]

Figure B.3: CFG and TAG for the symbolic regression problem. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
\[
\begin{align*}
\text{<prog>} &::= \text{<B>} \\
\text{<B>} &::= \text{<B>} \text{<B>} \& \mid \text{<B>} \text{<B>} " | " \\
&\quad\mid \text{<B>} ! \\
&\quad\mid \text{<B>} : \text{<B>} \? \text{<B>} # \\
&\quad\mid a0 \mid a1 \mid d0 \mid d1 \mid d2 \mid d3
\end{align*}
\]

(a) CFG

\[
\begin{array}{c}
\text{<prog>} \\
\mid \\
\text{<B>(6)}
\end{array}
\]

(b) Initial trees

(c) Auxiliary trees

Figure B.4: CFG and TAG for the six multiplexer problem. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
Figure B.5: Average length of chromosome plots across 500 runs at each generation with error bars of one standard deviation. Section 6.1.4.
Figure B.6: Average length of effective region plots across 500 runs at each generation with error bars of one standard deviation. Section 6.1.4.
Figure B.7: Average derivation/derived tree node count plots across 500 runs at each generation with error bars of one standard deviation. Section 6.1.4.
Figure B.8: Average derivation/derived tree depth plots across 500 runs at each generation with error bars of one standard deviation. Section 6.1.4.
Figure B.9: Average derivation/derived tree node count plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths. Section 6.2.1.
Figure B.10: Average derivation/derived tree depth plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths. Section 6.2.1.
Figure B.11: Average invalid individual count plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths. Section 6.2.1.
Figure B.12: Mean best fitness plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths with population validation enabled. Section 6.2.2.
Figure B.13: Average invalid count plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths with population validation enabled. Section 6.2.2.
Figure B.14: Mean best fitness plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths with encoding region only crossover points. Section 6.2.3.
Figure B.15: Average chromosome length plots across 500 runs at each generation with error bars of one standard deviation for varied initial chromosome lengths with encoding region only crossover points. Section 6.2.3.
Table B.1: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent \( p \)-values < 0.05. Each cell is labelled with the \( p \)-value. Referred to from Section 6.1.3.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAGE</td>
<td></td>
</tr>
<tr>
<td>EFP</td>
<td>1.0279e-11</td>
</tr>
<tr>
<td>SF</td>
<td>3.7280e-133</td>
</tr>
<tr>
<td>SR</td>
<td>1.1874e-96</td>
</tr>
<tr>
<td>6 Mux</td>
<td>8.7847e-160</td>
</tr>
</tbody>
</table>

Table B.2: Mann-Whitney U test results for best fitness values at generation 200 for varied initial chromosome lengths. Shaded cells represent \( p \)-values < 0.05. Each cell is labelled with the \( p \)-value. Referred to from Section 6.2.1.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAGE</td>
<td></td>
</tr>
<tr>
<td>EFP</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.0279e-11</td>
</tr>
<tr>
<td>30</td>
<td>2.7032e-09</td>
</tr>
<tr>
<td>60</td>
<td>9.5997e-07</td>
</tr>
<tr>
<td>120</td>
<td>2.4303e-04</td>
</tr>
<tr>
<td>SF</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.7280e-133</td>
</tr>
<tr>
<td>30</td>
<td>5.0102e-119</td>
</tr>
<tr>
<td>60</td>
<td>3.5211e-99</td>
</tr>
<tr>
<td>120</td>
<td>2.2501e-75</td>
</tr>
<tr>
<td>SR</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.1874e-96</td>
</tr>
<tr>
<td>30</td>
<td>2.1167e-94</td>
</tr>
<tr>
<td>60</td>
<td>1.5335e-91</td>
</tr>
<tr>
<td>120</td>
<td>2.1345e-89</td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>8.7847e-160</td>
</tr>
<tr>
<td>30</td>
<td>6.2415e-160</td>
</tr>
<tr>
<td>60</td>
<td>3.0512e-158</td>
</tr>
<tr>
<td>120</td>
<td>5.3027e-147</td>
</tr>
</tbody>
</table>
Table B.3: Mann-Whitney U test results for best fitness values at generation 200 for varied initial chromosome lengths with population validation enabled. Shaded cells represent p-values $< 0.05$. Each cell is labelled with the $p$-value. Referred to from Section 6.2.2.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>EFP</td>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>15</td>
<td>1.7450e-10</td>
<td>2.4615e-05</td>
<td>2.2906e-07</td>
<td>4.2279e-07</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.9548e-08</td>
<td>1.8661e-03</td>
<td>3.0477e-05</td>
<td>5.4056e-05</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.0563e-05</td>
<td>6.7589e-02</td>
<td>3.0032e-03</td>
<td>4.8597e-03</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>1.7134e-03</td>
<td>6.6284e-01</td>
<td>1.0979e-01</td>
<td>1.5544e-01</td>
<td></td>
</tr>
<tr>
<td>SF</td>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>15</td>
<td>5.6099e-120</td>
<td>2.8297e-91</td>
<td>4.8807e-80</td>
<td>3.1486e-88</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.2757e-103</td>
<td>2.9340e-73</td>
<td>1.2432e-59</td>
<td>4.4471e-69</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>6.4545e-84</td>
<td>1.6850e-54</td>
<td>1.3657e-41</td>
<td>1.6545e-50</td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>15</td>
<td>7.6728e-17</td>
<td>2.1266e-08</td>
<td>7.6393e-08</td>
<td>5.1703e-08</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.2912e-14</td>
<td>1.8651e-06</td>
<td>8.1282e-06</td>
<td>5.9041e-06</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>7.5892e-12</td>
<td>2.3571e-04</td>
<td>9.2483e-04</td>
<td>8.6917e-04</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>2.1648e-10</td>
<td>2.7040e-03</td>
<td>1.1506e-02</td>
<td>1.1999e-02</td>
<td></td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>15</td>
<td>2.2470e-162</td>
<td>1.3414e-151</td>
<td>1.9281e-146</td>
<td>1.5832e-145</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5.7901e-163</td>
<td>5.3060e-152</td>
<td>2.4123e-146</td>
<td>1.4987e-145</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>8.4480e-162</td>
<td>2.5518e-150</td>
<td>2.3144e-144</td>
<td>1.3135e-143</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>1.1740e-149</td>
<td>3.4948e-137</td>
<td>2.6406e-130</td>
<td>3.1826e-128</td>
<td></td>
</tr>
</tbody>
</table>
Table B.4: Mann-Whitney U test results for best fitness values at generation 200 for varied initial chromosome lengths with encoding region restricted crossover. Shaded cells represent $p$-values < 0.05. Each cell is labelled with the $p$-value. Referred to from Section 6.2.3.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>EFP</td>
<td>1.7197e-02</td>
<td>7.3838e-01</td>
<td>7.4445e-01</td>
<td>2.9085e-02</td>
</tr>
<tr>
<td></td>
<td>2.8019e-01</td>
<td>2.8602e-01</td>
<td>2.8191e-01</td>
<td>3.9305e-01</td>
</tr>
<tr>
<td></td>
<td>7.5450e-01</td>
<td>1.6260e-02</td>
<td>1.5700e-02</td>
<td>5.7773e-01</td>
</tr>
<tr>
<td></td>
<td>8.3366e-02</td>
<td>2.2824e-04</td>
<td>2.1250e-04</td>
<td>4.6203e-02</td>
</tr>
<tr>
<td>SF</td>
<td>8.9006e-44</td>
<td>6.1081e-11</td>
<td>4.5025e-02</td>
<td>7.3353e-02</td>
</tr>
<tr>
<td></td>
<td>1.6138e-22</td>
<td>9.8481e-03</td>
<td>4.9001e-02</td>
<td>4.0797e-02</td>
</tr>
<tr>
<td></td>
<td>1.7980e-09</td>
<td>2.3898e-01</td>
<td>7.3956e-09</td>
<td>1.5881e-08</td>
</tr>
<tr>
<td></td>
<td>2.1289e-02</td>
<td>1.4518e-05</td>
<td>5.1002e-18</td>
<td>1.4973e-17</td>
</tr>
<tr>
<td>SR</td>
<td>8.2371e-50</td>
<td>1.3060e-08</td>
<td>2.4576e-08</td>
<td>1.0252e-07</td>
</tr>
<tr>
<td></td>
<td>1.8637e-39</td>
<td>3.1884e-03</td>
<td>3.1920e-02</td>
<td>4.2950e-02</td>
</tr>
<tr>
<td></td>
<td>7.2128e-27</td>
<td>3.6283e-01</td>
<td>1.0354e-02</td>
<td>7.8624e-03</td>
</tr>
<tr>
<td>6 Mux</td>
<td>3.3274e-60</td>
<td>2.5697e-60</td>
<td>2.9132e-65</td>
<td>5.7979e-77</td>
</tr>
<tr>
<td></td>
<td>1.524e-57</td>
<td>7.9648e-58</td>
<td>1.5372e-62</td>
<td>1.0297e-74</td>
</tr>
<tr>
<td></td>
<td>2.9941e-52</td>
<td>1.2534e-52</td>
<td>3.1133e-57</td>
<td>4.8242e-70</td>
</tr>
<tr>
<td></td>
<td>3.6046e-35</td>
<td>5.5157e-35</td>
<td>8.9333e-39</td>
<td>5.1402e-50</td>
</tr>
</tbody>
</table>
Table B.5: Mann-Whitney U test results for best fitness values at generation 200 with varied initial chromosome size, population validation enabled and encoding region restricted crossover. Shaded cells represent \( p \)-values < 0.05. Each cell is labelled with the \( p \)-value. Referred to from Section 6.2.4.

<table>
<thead>
<tr>
<th></th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>9.3212e-04</td>
<td>2.5170e-03</td>
<td>2.9620e-08</td>
<td>1.1746e-09</td>
</tr>
<tr>
<td></td>
<td>3.5210e-02</td>
<td>7.4152e-02</td>
<td>4.8272e-06</td>
<td>2.5082e-07</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>4.4890e-01</td>
<td>6.7431e-01</td>
<td>6.8167e-04</td>
<td>5.7143e-05</td>
</tr>
<tr>
<td>120</td>
<td>4.9992e-01</td>
<td>3.1101e-01</td>
<td>4.3249e-02</td>
<td>7.5110e-03</td>
</tr>
<tr>
<td>SF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAGE</td>
<td>3.1725e-25</td>
<td>1.2617e-04</td>
<td>6.5877e-03</td>
<td>1.4781e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.5255e-10</td>
<td>8.7082e-01</td>
<td>2.0462e-01</td>
<td>1.2321e-01</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAGE</td>
<td>1.5233e-18</td>
<td>5.5861e-05</td>
<td>8.8809e-06</td>
<td>2.6288e-11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.3404e-07</td>
<td>7.9005e-01</td>
<td>7.6050e-01</td>
<td>9.2522e-02</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.8633e-05</td>
<td>1.3681e-01</td>
<td>9.8822e-02</td>
<td>8.7912e-01</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Mux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2.1726e-70</td>
<td>1.2148e-77</td>
<td>1.3679e-73</td>
<td>1.1408e-76</td>
</tr>
<tr>
<td>30</td>
<td>3.0585e-68</td>
<td>2.5846e-75</td>
<td>3.6098e-71</td>
<td>1.8702e-74</td>
</tr>
<tr>
<td>60</td>
<td>4.4024e-63</td>
<td>1.0616e-70</td>
<td>1.9015e-66</td>
<td>8.2368e-70</td>
</tr>
<tr>
<td>120</td>
<td>1.8496e-45</td>
<td>1.6167e-50</td>
<td>8.6007e-47</td>
<td>1.2669e-49</td>
</tr>
</tbody>
</table>
Appendix C

Chapter 8

Algorithm C.1 A recursive algorithm for calculating a GE chromosome retrospectively from an existing derivation tree or TAG derived tree.

Require: rootNode {Derivation tree root, or sub-root node}
Require: chromosome {Reference to the chromosome}
Require: grammar {A sufficient CFG}

Recursive base case
symbol ← rootNode.getSymbol
if symbol.getType = terminal then
    return
{Only generate a codon if there is a choice to be made}
rule ← grammar.getRule(symbol)
if rule.size > 1 then
    productionIndex ← −1
    match ← false
    while productionIndex < rule.size and not match do
        productionIndex ← productionIndex + 1
        {Check each symbol in the production against child nodes}
p ← rule.get(productionIndex)
if p.compareEachSymbolToNodes(rootNode.getChildren) then
    match ← true
{Generate codon and add to the chromosome}
codon ← genRandomCodon(productionIndex, rule.size)
chromosome.add(codon)
{Recurse in a depth-first manner}
for all ni in rootNode.getChildren do
    recurse(ni, chromosome, grammar)
Table C.1: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent $p$-values < 0.05. Cells are labelled with the $p$-values for Table 8.3.

<table>
<thead>
<tr>
<th>GE</th>
<th>Method</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00e+00</td>
<td></td>
<td>1.00e+00</td>
</tr>
<tr>
<td>6.96e-03</td>
<td>R015</td>
<td>1.00e+00</td>
</tr>
<tr>
<td>3.98e-02</td>
<td>R120</td>
<td>1.56e+02</td>
</tr>
<tr>
<td>1.76e-02</td>
<td>RNTS</td>
<td>7.93e-03</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>RRT</td>
<td>1.00e+00</td>
</tr>
</tbody>
</table>

(a) Even five parity

<table>
<thead>
<tr>
<th>GE</th>
<th>Method</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00e+00</td>
<td></td>
<td>1.00e+00</td>
</tr>
<tr>
<td>3.01e-14</td>
<td>R015</td>
<td>1.00e+00</td>
</tr>
<tr>
<td>3.11e-05</td>
<td>R120</td>
<td>1.00e+00</td>
</tr>
<tr>
<td>9.64e-14</td>
<td>RNTS</td>
<td>1.00e+00</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>RRT</td>
<td>1.00e+00</td>
</tr>
</tbody>
</table>

(b) Santa Fe ant trail

<table>
<thead>
<tr>
<th>GE</th>
<th>Method</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00e+00</td>
<td></td>
<td>1.00e+00</td>
</tr>
<tr>
<td>1.33e-04</td>
<td>R015</td>
<td>5.02e-14</td>
</tr>
<tr>
<td>3.04e-03</td>
<td>R120</td>
<td>4.02e-14</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>RNTS</td>
<td>1.96e-01</td>
</tr>
<tr>
<td>1.78e-02</td>
<td>RRT</td>
<td>1.00e+00</td>
</tr>
</tbody>
</table>

(c) Symbolic regression

<table>
<thead>
<tr>
<th>GE</th>
<th>Method</th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00e+00</td>
<td></td>
<td>1.00e+00</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>R015</td>
<td>8.90e-09</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>R120</td>
<td>8.90e-09</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>RNTS</td>
<td>1.00e+00</td>
</tr>
<tr>
<td>3.85e-02</td>
<td>RRT</td>
<td>4.47e-01</td>
</tr>
</tbody>
</table>

(d) Six multiplexer
Figure C.1: Mean best fitness plots for the all problems with error bars of one standard deviation.
Figure C.2: Mean population fitness plots for the all problems with error bars of one standard deviation.
Table C.2: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent $p$-values $< 0.05$. Each cell is labelled with the $p$-value. Referred to from Table 8.4.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td>1.7091e-07</td>
</tr>
<tr>
<td>SF</td>
<td>0.1535</td>
</tr>
<tr>
<td>SR</td>
<td>1.3339e-12</td>
</tr>
<tr>
<td>6 Mux</td>
<td>1.4397e-65</td>
</tr>
</tbody>
</table>

Table C.3: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent $p$-values $< 0.05$. Each cell is labelled with the $p$-value. Referred to from Table 8.6.

<table>
<thead>
<tr>
<th></th>
<th>Orig. Adjunction Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td>3.4627e-01</td>
</tr>
<tr>
<td>SF</td>
<td>1.6709e-02</td>
</tr>
<tr>
<td>SR</td>
<td>7.7094e-02</td>
</tr>
<tr>
<td>6 Mux</td>
<td>6.8533e-01</td>
</tr>
</tbody>
</table>

Table C.4: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent $p$-values $< 0.05$. Each cell is labelled with the $p$-value. Referred to from Table 8.6.

<table>
<thead>
<tr>
<th></th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td>3.9164e-04</td>
</tr>
<tr>
<td>SF</td>
<td>5.4002e-03</td>
</tr>
<tr>
<td>SR</td>
<td>7.0494e-24</td>
</tr>
<tr>
<td>6 Mux</td>
<td>1.8243e-42</td>
</tr>
</tbody>
</table>

Table C.5: Mann-Whitney U test results for best fitness values at generation 200. Shaded cells represent $p$-values $< 0.05$. Each cell is labelled with the $p$-value. Referred to from Table 8.7.

<table>
<thead>
<tr>
<th></th>
<th>TAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFP</td>
<td>9.9957e-01</td>
</tr>
<tr>
<td>SF</td>
<td>4.2404e-06</td>
</tr>
<tr>
<td>SR</td>
<td>9.9991e-01</td>
</tr>
<tr>
<td>6 Mux</td>
<td>1.5381e-39</td>
</tr>
</tbody>
</table>
Appendix D
Chapter 9

<power> ::= 1.0 0.0 - | 1.0

(a) CFG

(b) Initial trees

Figure D.1: CFG and TAG for directly mapping to power factors of 1.0 and -1.0 for the inverted-pendulum problem. The grammar is not recursive, there are not TAG auxiliary trees.
\[
<\text{expr}> ::= <\text{const}> \ 0.0 \ <\text{op}>
\]
\[
<\text{op}> ::= + | -
\]
\[
<\text{const}> ::= 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5
\]
\[
| 0.6 | 0.7 | 0.8 | 0.9 | 1.0
\]

(a) CFG

\[
\begin{array}{c}
<\text{expr}> \\
\quad <\text{const}>(11) \ 0.0 \ <\text{op}>(2)
\end{array}
\]

(b) Initial trees

Figure D.2: CFG and TAG for mapping to a discrete set of power factors in the interval \([-1,1]\) for the inverted-pendulum problem. The grammar is not recursive, there are not TAG auxiliary trees.
<expr> ::= <const> 0.0 <op>
<op> ::= + | -
<const> ::= 0.<digits>
<digits> ::= <digit><digits> | <digit>
<digit> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

(a) CFG

(b) Initial trees

(c) Auxiliary trees

Figure D.3: A recursive CFG and TAG for mapping to a continuous set of power factors in the interval $(-1,1)$ for the inverted-pendulum problem. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
Figure D.4: A recursive CFG and TAG for mapping to expressions for generating power factors for the inverted-pendulum problem. Factors are clamped between $[-1, 1]$. The number in parenthesis indicates the amount of different variations of terminal productions that can be attached at that node.
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