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Abstract—Modern genetic programming (GP) operates within
the statistical machine learning (SML) framework. In this frame-
work, evolution needs to balance between approximation of an
unknown target function on the training data and generaliza-
tion, which is the ability to predict well on new data. This paper
provides a survey and critical discussion of SML methods that
enable GP to generalize.

Index Terms—Bias-variance tradeoff, classification, general-
ization, genetic programming (GP), model averaging, model
selection, overfitting, regularization, statistical machine learning
(SML), symbolic regression.

I. INTRODUCTION

IN SUPERVISED learning, a labeled example is a pair
(x, y), where x ∈ X is a random vector of explanatory vari-

ables and y ∈ Y is a random response variable associated
with x through a true but unknown mapping g. The vector
of explanatory variables xT = (x1, x2, . . . , xp) may contain
quantitative, ordinal, and categorical variables, whereas the
response variable y is quantitative in the case of regression,
and categorical in the case of classification. A joint probabil-
ity distribution P(x, y) is assumed over the space of labeled
examples. A training sample D of size N is a set of labeled
examples D = {(xi, yi)}N

i=1 that are assumed to be independent
and identically distributed according to P(x, y).

The goal is to use the training sample D to find a function
f : X → Y , such that over the joint distribution P(x, y) the
expected value Ex,y of some specified loss function L(y, f (x))
is minimized

f ∗(x) = arg min
f ∈F

Ex,y
[
L(y, f (x))|D]

(1)

where F is the hypothesis set (i.e., the set of candidate func-
tions f ). Examples of loss functions are the squared loss
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L(y, f (x)) = (y − f (x))2 for regression, and the zero-one loss
L(y, f (x)) = I(y �= f (x)) for classification, where I(·) is an
indicator function that returns 1 when its argument is true,
and 0 otherwise.

The expected value Ex,y[L(y, f (x))|D] is referred to as gen-
eralization error, where both x and y are drawn from their
joint distribution P(x, y). Here, the training sample D is fixed,
and we expressed the explicit dependence of f on D.

In practice, generalization error Etest cannot be computed
because the distribution P(x, y) is unknown. Instead, a learn-
ing algorithm outputs a function that minimizes the loss
function over the finite training sample. Training error Etrain
minimization is formulated as

f ∗(x) = arg min
f ∈F

1

N

N∑

i=1

L(yi, f (xi)). (2)

Minimizing training error leads to infinitely many solutions;
any function passing through the training points is a solution.
Overfitting is the process where fitting the training data well
no longer indicates that a similar Etest will be attained, and
may actually lead to the opposite effect. The main case of
overfitting is when a function f (1)(x) is chosen over another
function f (2)(x) because of Etrain( f (1)(x)) < Etrain( f (2)(x)),
and this results in Etest( f (1)(x)) > Etest( f (2)(x)). There is a
distinct difference between bad generalization and overfitting.
Bad generalization implies that Etest( f ) � Etrain( f ), which is
a likely outcome when overfitting has occurred. Overfitting is
the process of picking a function with lower and lower Etrain
resulting in higher and higher Etest.

In problems with multiple training examples (xi, yil), l =
1, . . . , Mi at each input xi the risk of large generalization
error is reduced. If training sample size N is sufficiently
large such that multiple observations at each xi or a small
neighborhood around xi are guaranteed and densely sampled,
then solution f passes through the average values of yil at
each xi, or the average values of yil at a small neighborhood
around xi. This solution approximates the conditional expec-
tation f (x) = E(y|x = xi), when best is measured by average
squared error [1]. In all other cases, in order to obtain a use-
ful function that generalizes for finite N, we must restrict the
eligible solutions in the error minimization problem of (2)
to a smaller set of candidate models, and/or use some kind
of averaging among a committee of models that are diverse
in the way they are constructed. In general, the restrictions
imposed by statistical machine learning (SML) methods can
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be regarded as model complexity restrictions. This translates
to some kind of regular behavior in small neighborhoods of
the input space X. That is, for input points x with small dis-
tance from each other in some metric, a solution exhibits
some kind of nearly constant, linear, or low-order polynomial
behavior [1].

A. Scope of This Paper

We are interested in the problem of generalization when
learning a model of a real-valued or categorical-valued tar-
get function from input–output examples using GP [2].1 A
previous survey article on GP generalization was published in
2002 [3]. This paper provided a description of a framework
for the learning problem, introduced the concept of proba-
bly approximately correct learning, and briefly reviewed some
applications of GP to supervised and reinforcement learning
tasks. A method to dynamically sample training examples
throughout evolution was shown to improve the generaliza-
tion of programs evolved to control an artificial ant on the
Santafe trail.

The survey of the early GP literature in [3] suggested that
the vast majority of research papers have put all emphasis on
the consistency of GP in terms of routinely evolving solu-
tions across a number of independent evolutionary runs. The
sole criterion of a consistent GP system has often been the low
variance of the training error across runs. One of the main con-
clusions of [3] is the lack of independent test sets for assessing
the ability of evolved programs to generalize.

Since 2002 research in GP for symbolic regression and clas-
sification [2], [4] has reached a considerable level of maturity,
and has built on elements rooted in the SML literature. In
addition to consistency, recent GP studies put an emphasis on
generalization; they assess prediction ability on unseen data
using an independent test set, and often benchmark GP against
its sister SML methods. The aim of this paper is to survey and
critically discuss SML methods that enable GP to generalize.

As a final remark, this survey focuses on GP that is realized
through variation operators of recombination and mutation.
A complementary active research thread aims at applying
generative machine learning models to the construction of
expression-tree like programs that represent composition of
functions, known collectively as probabilistic model build-
ing GP (PMBGP) [5]. Examples of generative models that
have been previously used are graphical models in the works
of [6], and probabilistic context-free grammars in the works
of [7]. The authors of a recent survey on the area have already
pointed out [5] that the issues of learning and generalization
in PMBGP are as of time of this writing still at their infancy,
therefore we decided not to address this area of research in
the present survey.

B. Taxonomy of SML Elements in GP

The Elements of Statistical Learning by Hastie et al. [1] was
first published in 2001, and since that time it has become one
of the most important references on the fundamental principles

1In GP, the terms model and program refer to the same entity and will be
used interchangeably.

and methods of SML. The authors provide a comprehen-
sive treatment of SML methods within the model selection
framework of bias-variance tradeoff, which captures the fun-
damental tradeoff between generalization error and model
complexity for a given prediction method and training sample.
For regression problems, the bias-variance tradeoff decom-
poses the expected generalization error into an additive model
of variance and bias terms. Variance refers to the amount by
which model f would change if it is fitted using a different
training sample. In general, more complex models have higher
variance, in which case small changes in the training data can
result in large changes in the produced f . Bias refers to the
error that is introduced by approximating a target function,
which may be very complicated, using a much simpler model.
In general, less complex models will have higher bias. Bias
and variance are two competing properties of SML models. In
order to minimize the expected generalization error we need
an amount of model complexity that simultaneously achieves
low variance and low bias.

In providing a taxonomy of SML elements adopted in
GP we follow a similar organization as in [1]. Model selec-
tion [1, Chs. 3 and 7] are a family of methods to assess the
generalization performance of a model in order to decide
on the optimal amount of model complexity for a given
prediction method and training data. Model selection encom-
passes also aspects of feature subset selection and learning
algorithm hyper-parameter optimization. Regularization meth-
ods [1, Chs. 3 and 5] control the fit by adding a model
complexity penalty to the training error. The penalty is defined
to be large for functions that vary too rapidly over small
neighborhoods of the input space. Both feature subset selec-
tion and regularization are families of methods for restricting
the eligible solutions in the minimization problem of (2), and
therefore improve generalization error by reducing variance.
Model averaging methods [1, Chs. 8, 10, and 15] use a com-
mittee of models for prediction rather than a single model.
The majority of model averaging methods reduce the variance
of high-variance, low-bias models [1, Ch. 8].

Deciding on which papers to include in this survey is a
tall order because evolutionary learning is so distinct in its
use of a broad range of heuristics that have demonstrated
improvements in generalization when applied to GP. The above
grouping of SML methods into the classes of model selec-
tion, regularization, and model averaging serves as a good
base for organizing the literature review. Nonetheless this
categorization is not exhaustive.

We identified three additional families of methods tailored
to the inductive bias and heuristics of learning with GP. These
are: 1) data-centric methods that revolve around training data
sampling; 2) fitness functions for regression and classifica-
tion that use objectives other than squared loss or zero-one
loss; and 3) search operators and selection schemes. Since
regularization methods use complexity-penalty-augmented fit-
ness functions, and data resampling techniques are involved
in fitness evaluation we decided to merge all three classes
of regular, data-centric methods, and other fitness functions
into a super class named fitness evaluation. Data resampling
methods sit at the heart of validation-based model selection
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Fig. 1. High-level view of research on GP generalization.

and model averaging methods like bagging, stochastic gradi-
ent boosting, and stacking in SML [1]. Nonetheless, contrary
to model selection where data resampling is used to estimate
generalization error, and contrary to model averaging where
data resampling is used to build different models of a commit-
tee, the research on data-centric methods considered in fitness
evaluation class deals with estimating training error during
the evolution of standalone predictors. Finally, the effect of
search operators and selection heuristics on generalization has
received very limited attention. We group these two research
themes together under the same class.

In summary, the overall taxonomy that we propose is com-
posed of four classes: 1) model selection; 2) fitness evaluation;
3) model averaging; and 4) search operators and selection
schemes.

C. Structure of This Paper

We begin by presenting the decomposition of the expected
generalization error into bias and variance terms for the case
of regression, and discuss its implications for GP. We pro-
ceed with a survey of GP research organized according to
the taxonomy that we devised previously. A separate section
is devoted to every major class of the taxonomy, which is
further structured into two sections. The first section reviews
work in an active way, synthesizing similar papers together to
present the main points of the idea. In the second section, we
present a critical discussion of the methods, summarizing their
strengths/weaknesses, and where applicable we draw attention
to topics for future research. The final section concludes this
paper, and provides recommendations for applying GP in a
production environment.

Fig. 1 presents a high-level view of research on GP gener-
alization, while Table I summarizes the surveyed papers under
each class of the proposed taxonomy.

II. DECOMPOSITION OF GENERALIZATION ERROR INTO

BIAS AND VARIANCE: IMPLICATIONS FOR GP

The bias-variance decomposition of the expected general-
ization error for the case of regression captures the tradeoff
between approximating a target function on the training data
and generalizing on new data. The analysis essentially high-
lights the need for model complexity control when learning

a prediction model using a finite training sample. This sec-
tion starts by presenting the error decomposition into bias
and variance terms, and then discusses its implications for
evolving a model using GP. The derivations follow those
of [8, Ch. 9, p. 333].

Let f (D)(x) be the output of the prediction model for input
x, and g(x) = y be the real-valued target evaluated at x.
The generalization error Etest( f (D)) using the squared loss is
defined as

Etest( f (D)) = Ex,y

[(
f (D)(x) − g(x)

)2
]

(3)

where Ex,y denotes the expected value with respect to the
joint probability distribution P(x, y). We have made explicit
the dependence of model f (D) on the training dataset D. We
can rid (3) of the dependence on a particular dataset by taking
the expectation with respect to all datasets. This produces the
expected generalization error ED[Etest( f (D))] for the prediction
model as follows:

ED

[
Etest

(
f (D)

)]
= ED

[
Ex,y

[(
f (D)(x) − g(x)

)2
]]

= Ex,y

[
ED

[(
f (D)(x) − g(x)

)2
]]

. (4)

The term ED[ f (D)(x)] is the “average model,” which we denote
by f̄ (x). One can interpret f̄ (x) as follows: we sample B num-
ber of datasets D1, D2, . . . , DB using distribution P(x, y), and
apply the learning algorithm to each dataset to produce B mod-
els f1, f2, . . . , fB. We then estimate the average model for input
x by f̄ (x) ≈ (1/b)

∑B
b=1 fb(x). This implies that we are treating

f (x) as a random variable, with the randomness coming from
the dataset used to train f . f̄ (x) is the expected value of this
random variable for a particular input x. We can now rewrite
the expected generalization error in terms of the average model
as follows:

Ex,y

[
ED

[(
f (D)(x) − g(x)

)2
]]

= Ex,y

[
ED

[(
f (D)(x) − f̄ (x) + f̄ (x) − g(x)

)2
]]

= Ex,y

[
ED

[(
f (D)(x) − f̄ (x)

)2 + (
f̄ (x) − g(x)

)2

+ 2
(

f (D)(x) − f̄ (x)
)(

f̄ (x) − g(x)
)]]

. (5)
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TABLE I
TAXONOMY OF SML ELEMENTS AND OTHER GENERALIZATION-ENHANCING METHODS ADOPTED IN GP

By expanding the third term on the right-hand side of (5),
we get

ED

[(
f (D)(x) − f̄ (x)

)(
f̄ (x) − g(x)

)]

= (
f̄ (x) − g(x)

)
ED

[(
f (D)(x) − f̄ (x)

)]
. (6)

Since f̄ (x) and g(x) are constants with respect to D, the term
( f̄ (x)−g(x)) in (6) is a constant and factors out. The expected
value of ED[f (D)(x) − f̄ (x))] is then

ED

[(
f (D)(x) − f̄ (x)

)]
= ED

[
f (D)(x)

]
− ED

[
f̄ (x)

] = 0 (7)
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which is equal to zero since in our earlier definition of aver-
age model we have that ED[ f (D)(x)] = f̄ (x). Substituting (6)
and (7) into (5), we arrive at a decomposition of the expected
generalization error into bias and variance terms as follows:

Ex,y

[
ED

[(
f (D)(x) − g(x)

)2
]]

= Ex,y

⎡

⎢⎢⎢
⎣
ED

[(
f (D)(x) − f̄ (x)

)2
]

︸ ︷︷ ︸
variance

+ (
f̄ (x) − g(x)

)2

︸ ︷︷ ︸
bias

⎤

⎥⎥⎥
⎦

. (8)

The bias term measures the extent to which the hypothe-
sis set, represented at its best by f̄ (x), is biased away (i.e.,
differs) from the target function g. High bias results in under-
fitting, which is discussed to some extent for the case of GP
in [9]. The variance arises due to the fact that we have a finite
dataset for learning, and measures the extent to which model
f (D) changes when trained on different samples D drawn from
P(x, y). Overfitting is the result of a low-bias, high-variance
model.

An investigation of bias-variance tradeoff in GP is presented
in the work of [10]. Experiments based on univariate symbolic
regression problems showed that in cases of data abundance,
GP is able to approximate the target function to a high
degree of accuracy, provided that the expression-tree size is
unconstrained. During evolution the bias is asymptotically
approaching the optimal level (the level of noise in the tar-
get function), while the variance decreases as well. In cases
of limited training data sources, GP was empirically shown to
be a low-bias, high-variance method. During evolution larger
programs lead to a higher variance, yet the bias error term
decreases. The use of model averaging by means of bagging
[1, Sec. 8.7] was proposed for lowering variance. At the same
time, component predictors need to be evolved with the goal
of lowering bias. The maximum tree-size plays a major role
into this, with an increasing maximum tree-size having the
tendency to produce models with lower bias. The optimal max-
imum size is problem specific, and should depend upon the
dimensionality of the input space and the size of the train-
ing sample. In addition, pathologies (i.e., undefined output or
extreme output values for certain inputs) that may appear in
the output of evolved models need to be excluded from model
averaging. For that purpose a trimming process is suggested
in [10], which removes 10% of the models with highest and
lowest predictions given an input.

The following sections survey GP research based on the
taxonomy we proposed earlier. We start with model selection
methods for assessing the ability of a prediction method to
generalize, and therefore estimating the optimal amount of
model complexity for a given prediction method and training
sample.

III. MODEL SELECTION

One aspect of the general problem of inference from data
given a model is that of model specification [110]. It is par-
titioned into two components: 1) formulation of a set of
candidate models and 2) selection of a model to be used

for making inferences. GP models for regression and classi-
fication take the form of compositions of functions of one
or several explanatory variables. In formulating the set of
candidate models one needs to specify primitive functions
and terminals, model size, and construction constraints (i.e.,
closure, strong typing, and context-free grammar). The candi-
dates set consists of an enumeration of function compositions
given function and terminal sets subject to model size and
construction constraints.

The distinguishing characteristic of standard GP compared
to its sister SML methods is that it does not assume any
particular model form/structure. Given the building blocks of
function compositions using function and terminal sets, evo-
lutionary search samples models of variable structure and
complexity. Selecting the appropriate model structure along
with its parameterization (function composition with the asso-
ciated explanatory variables and constants) is a challenging
task due to the ambiguity caused by the multiplicity of solu-
tions that can be evolved to fit a finite training sample. The
decision on the right amount of model complexity, and there-
fore the selection of the output model from a GP run, needs
to be guided by assessing and comparing the generalization
performance of models sampled throughout evolution. SML
provides two approaches for estimating generalization error.
The first approach is to estimate the optimism inherent in the
training error and adjust this error accordingly. This gives rise
to analytical model selection methods defined for the class
of models that are linear in their parameters, for example,
Akaike information criterion (AIC), Bayesian information cri-
terion (BIC), structural risk minimization (SRM), and Mallows
Cp statistic, an introduction of which is given in [1, Ch. 7].
The second approach uses an independent validation dataset
to directly estimate generalization error.

We organize our review of model selection methods in GP
into two sections. The first section reviews analytical and
validation methods for estimating generalization error and
selecting a model as the output of a run. The second sec-
tion is devoted to feature subset selection methods. By using
only a subset of the original set of explanatory variables, is
it possible to increase the bias in order to reduce the vari-
ance of the predicted values [111], and hence may improve
generalization [1, Sec. 3.3].

A. Assessment of Generalization Performance

1) Analytical Methods: Analytical methods for estimating
generalization error are defined as a function of training error,
model complexity, and training sample size. GP researchers
have used these methods to select a model out of a set of
models sampled during evolution. AIC was used in the work
of [11], and was compared against final prediction error (FPE)
and predicted residual error sum of squares (PRESS). Models
selected with AIC were shown to either outperform or result in
similar generalization performance with models selected using
FPE or PRESS. The work of [12] evolved polynomial models,
and used the Mallows statistic to chose the number of poly-
nomial terms from a nondominated set of solutions at the end
of a run. The greedy heuristic of backward elimination was



1034 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 23, NO. 6, DECEMBER 2019

used to remove statistically insignificant terms from polyno-
mial models in the work of [13]. Backward elimination, which
iteratively removes insignificant terms based on student’s t-test
for statistical significance, was applied at every generation.

2) Validation Methods: Validation methods estimate the
error on an independent dataset Dval, and use this estimate
as a proxy for generalization error. Typically, a number of
programs sampled throughout evolution are evaluated on the
validation dataset at the end of a run (these are often the best-
of-generation programs), with the best one designated as the
output. Examples can be found in [18], [20], and [21]. The
work in [19] presented several variants of validation-based
model selection combined with Pareto-based sorting that takes
into account the classification error rate and the program size.

Validation methods can be used to halt an evolutionary run
when overfitting is detected, a process known as early stopping
in the neural networks literature. A number of early stopping
heuristics are investigated in [14], [16], and [17], which are
based on functions of training and validation error estimates.
A heuristic defined as a threshold on the Pearson correlation
coefficient calculated on training and validation error-series
was additionally used in financial modeling [15].

The work of [23] is a notable case that considered hyper-
parameter fine-tuning as part of model selection. A distinction
is made between fitting a model on training data and opti-
mizing the model of the learning process. The use of disjoint
training samples at every generation was recommended, where
each sample is further divided into a dataset used to optimize
the hyper-parameters of the evolutionary algorithm, and to a
dataset used to evaluate fitness. Models are selected among a
small set of best-of-generation candidates based on validation.

B. Feature Subset Selection

Feature subset selection [112] aims at retaining only a sub-
set of the original set of explanatory variables in a model. The
purpose is twofold. The first is prediction accuracy: by elim-
inating redundant or irrelevant variables from a model it is
possible to sacrifice some bias in order to lower the variance
of the prediction method [1]. Reducing the dimensionality of
the input space may allow a model to generalize better in case
of sparse datasets. The second is interpretation: we are often
interested in determining the subset of variables that exert the
strongest effects to the response variable. SML methods for
feature subset selection divide into three categories: 1) filter;
2) wrapper; and 3) embedded methods.

Filter subset selection uses statistical, information-theoretic,
and distance-based techniques to assign scores to either subsets
of features or individual features according to their relevance
to the response variable. Features are ranked based on score,
and a subset is then selected. A distinguishing characteristic
of filter methods is that they process the original feature set
independently of a given predictor.

Wrapper methods [111], [113] formulate feature subset
selection as a combinatorial optimization problem, and solve
it using a search strategy. This can take the form of either an
exact algorithm (i.e., leaps-and-bound in [1, Sec. 3.3.1]), or

greedy heuristics (i.e., forward selection and backward elim-
ination in [1, Sec. 3.3.2]), or meta heuristic search (a recent
survey on the application of evolutionary computation to fea-
ture selection is given in [114]). During search, the accuracy
of a trained predictor is used to assess the usefulness of a can-
didate subset, therefore the optimal subset is tightly coupled
with a certain class of predictor. Wrapper methods are gener-
ally computationally intensive since they require the repetitive
invocation of a learning algorithm each time a candidate solu-
tion is evaluated, and also need to account for estimation of
prediction accuracy using cross-validation [111].

Embedded methods perform feature subset selection during
the process of training a predictor. In GP, embedded feature
subset selection is based on an evolved model to jointly select
a subset and assess its usefulness, whereas wrapper subset
selection is based on an evolved model to select a subset and
a different predictor to assess its usefulness.

1) Embedded Feature Selection: Feature selection in GP is
regarded as the by-product of its variable-length representation
and evolutionary selection pressure as discussed in the works
of [24] and [31]–[33]. In this sense, GP is inherently an embed-
ded method of feature subset selection. In contrast to greedy
forward selection or backward elimination heuristics, evolu-
tion is an alternative heuristic that is largely unconstrained
in traversing the search space (i.e., add/remove multiple fea-
tures rather than one), and can re-evaluate previous feature
interactions as new interactions are tried [34].

The simplest method to rank individual features is to score
them based on their frequency of occurrence in leaf-nodes of
best-of-run programs. This practice was adopted in [33], [35],
and [36].

In [37], GP is used to evolve expression-trees for binary
classification, where features are selected from best-of-run
individuals and ranked according to their signal-to-noise ratios.
The work in [38] applied the filter methods of information gain
and relief-F to preprocess the feature set, and subsequently
used GP for embedded feature selection. A combination of
embedded feature selection and construction was presented
in [39].

Research reported in [40] and [41] applied GP to simul-
taneously select features and construct a classifier. Before
initializing each individual classifier the terminal set is popu-
lated with a random feature subset. Crossover is then restricted
between programs that were initialized with either the same
or similar terminal sets. In [41], an additional crossover oper-
ator is applied, in which the best crossover point is identified
by enumerating and evaluating all offspring expression-trees
resulting from different crossover points given a subtree from
the first parent. The fitness function in both [40] and [41]
rewards GP classifiers that correctly classify more samples
using fewer features.

Stage-wise embedded feature selection uses two stages of
independent GP runs to progressively fine-tune feature subsets
in high-dimensional problems [31], [34], [43]. Once features
are selected in the first stage, GP runs are invoked with a sub-
set of the original features. The work of [34] uses best-of-run
programs to select features in the first stage. In [43], the first
stage of runs are based on a Pareto-GP system that trades off
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accuracy for structural complexity, and variable contribution
analysis is employed to select features from models that lie
in the knee of the Pareto-front. The study of [31] employed
the permutation-based feature importance measure of random
forests to rank features collected from best-of-run individu-
als. Finally, the work of [42] divides a run into two stages:
during the first stage, a subset of frequently occurring fea-
tures are extracted from the good-performing portion of the
current population, and new individuals are initialized using
said subset to replace the average-performing portion of the
population.

A number of works [32], [44] employed an adaptive muta-
tion operator to create bias toward certain features. Mutation
adaptation is based on normalized feature weights that yield
a probability distribution over features of a terminal set; the
distribution is used to draw terminal elements during random
subtree creation. In [32], feature weights are based on the
permutation-based feature ranking of random forests, whereas
in [44] feature weights are defined as a function of frequency
of occurrence in expression-trees and their respective
fitness.

2) Wrapper Feature Selection: Wrapper methods rely on
GP to search for feature subsets, but their performance is
assessed using a different predictor. The work of [28] evolves
programs for hierarchical subset construction. Expression-trees
are composed of elementary set operators (union, intersection,
and difference) as inner-nodes and randomly generated sub-
sets of features as leaf-nodes. The performance of naive Bayes
classifier is used as a wrapper. A similar program representa-
tion is presented in [29] that focused on problems with class
imbalance. The difference is that leaf-nodes are now repre-
sented by feature subsets resulting from the application of
filter methods of information gain, χ2, odds-ratio, and correla-
tion coefficient. A Gaussian naive Bayes classifier is used as a
wrapper. Finally, GP was used to evolve a hyper-heuristic that
controls the step-wise execution of greedy heuristics for adding
and deleting features in the work of [30]. A J48 classifier is
used as a wrapper.

3) Filter Feature Selection: Filter subset selection can be
applied to individual feature evaluation as well as to feature
subset evaluation [115]. For binary classification problems,
GP is used to evolve a program that maximizes the square
of Pearson correlation coefficient between the output of the
program and a function of the categorical class variable [24].
Program output captures the nonlinear interactions between a
number of features, therefore the correlation between the out-
put value and a function of the class variable is treated as
a proxy for the relevance of said feature subset. A similar
framework for removing redundant features that often result
in filter-based feature ranking methods is introduced in [25].
Given the complete set of features F, a single feature x ∈ F,
and a subset of features A ⊆ F\{x}, GP is required to evolve
a program using subset A that maximizes the square of the
Pearson correlation coefficient between x and the program out-
put. In case where the coefficient exceeds a given threshold,
feature x is discarded as redundant.

The study of [26] proposed the evolution of programs
that were rewarded for partitioning the input space of binary

classification problems in a way such that the probability of
one class is greater than the probability of the other in a certain
interval. This leads to a decrease in conditional entropy of the
set of two classes, which signifies that the subset of features
used in an evolved program are relevant for discriminating
between classes.

The work of [27] proposed a hybrid filter/wrapper approach.
The feature subset selection problem in binary classification
is formulated as a bi-objective optimization problem of max-
imizing subset relevance and minimizing subset cardinality,
and is tackled with a Pareto-based method. Subset relevance
is defined similarly to [24]. The best subset from the result-
ing Pareto-front maintained in between independent runs is
selected with wrapper evaluations using a variety of classifiers.

The research papers that were reviewed in this section stud-
ied the use of GP for feature subset selection in cases where a
number features in the original set were irrelevant or redundant
for predicting the response variable. The work in [116] took
a different approach and investigated the scalability of GP as
a function of the number of features in problems where all
of the features are relevant in the prediction. Results demon-
strated that in these cases GP does not scale well, with the
number of fitness evaluations required to reach high classifi-
cation accuracy in synthetic datasets increasing exponentially
with the number of features.

C. Critical Discussion

The assessment of generalization performance can be
involved into three main aspects of model selection in GP.
These are: 1) feature subset selection; 2) selection of an ulti-
mate model out of an evolutionary run (this includes the deci-
sion to halt a GP run); and 3) hyper-parameter optimization.
Methods for estimating and comparing generalization errors of
different GP models sampled throughout evolution is a way of
deciding upon the optimal amount of model complexity given
the training sample. First and foremost, one should distinguish
the problem of model selection from that of assessing the
prediction accuracy of the ultimately selected model on unseen
data. For that last purpose, practitioners need to set aside an
independent test set. The remaining data can be used for train-
ing and for performing model selection. For the purposes of
model selection, a single validation set or various methods of
sample reuse (i.e., cross-validation and bootstrapping) can be
employed.

1) Analytical and Validation Methods for Model Selection:
The use of analytical methods for assessing generalization
performance promises to free us from the necessity of holding-
out a validation dataset. These methods are therefore poten-
tially useful in situations where there is insufficient data to use
for validation. As an example, training and model selection of
polynomials were both performed using all the available data
organized in a single set in [12]. The application of analytical
model selection criteria has not received much attention from
the GP community. One aspect that warrants further investiga-
tion is how to best define model complexity, which is a term
factored in the analytical formulas. Complexity was set to the
expression-tree size in [11] and [61] for AIC and BIC, or to the
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number of multiplication and division nodes in [61] for SRM.
The effectiveness of other complexity measures (examples of
these can be found in the following section on regularization)
is as of yet undetermined.

On the other hand, in a data-rich scenario, validation-based
model selection should be preferred [1, p. 222]. It is easy
to implement and use, applies in almost any setting without
requiring specific metrics of model complexity, and results
in good generalization error estimates in practice. Given a
dataset of size N, a typical split is to use K = N/4 examples
for validation and the remaining N − K examples for train-
ing as suggested in [1, p. 222]. Nonetheless, as pointed out
in [1] and [112], it is difficult to give a general rule on how
much data is enough for each training and validation splits.
This primarily depends on the signal-to-noise ratio of the tar-
get function, the complexity of the candidate models, and the
size N relative to the dimensionality of the input space X.

Furthermore, choosing the data points to use for training
and for validation may introduce sampling bias. N-fold or
leave-one-out cross-validation [1, p. 241] avoid this issue, but
their application to GP is not straightforward as discussed
in [16]. Cross-validation relies on the modeling method pro-
ducing models of similar form for each of the succession of
N partitions, and is commonly used in methods where suc-
cessive models for each fold differ relatively slightly. This is
not the case of GP, where it is possible that the N models
are very different from each other in structure, in constants,
and in the independent variables used. One way to deal with
this randomness is to average a number of GP runs for each
successive partition, but at the expense of additional compu-
tational cost. Therefore, for GP, the division of the original
dataset into disjoint, fixed, train-validation-test partitions is
generally more practical. Data points for each partition should
be drawn uniform-randomly.

An additional use of validation methods is to optimize the
hyper-parameters of the evolutionary algorithm. Examples of
GP system parameters include elements of the primitive func-
tion and terminal sets, maximum model size, probability of
the application of variation operators, and constraints on syn-
tax/semantics. This aspect of model selection in GP is largely
neglected in practice, when at the same time hyper-parameter
fine-tuning constitutes an integral part of model induction
in SML. There is evidence that evolutionary systems are on
average insusceptible to small changes of the probabilities of
variation operator application, however, optimally deciding on
maximum model size and constituent elements of the func-
tion set may turn to be advantageous in certain problems with
limited data sources.

The main drawback of validation is the reduction in size of
the training set, and as previously mentioned this method is
most successful in data-rich domains. Another drawback con-
cerns an improper use of validation. Practice has shown that
if the validation set is used to decide on only one or a few
parameters, the estimates based on a properly sized valida-
tion set will be reliable. The more choices made based on the
same validation set, the more “contaminated” the validation set
becomes and the less reliable its estimates will be. The number
of choices here refer either to the number of parameters that

are fine-tuned or the number of times the same validation set
was used to affect the learning process during a run. When a
large number of choices need to be made then multiple disjoint
validation sets are required.

The final remark concerns early stopping heuris-
tics [14], [16], [17]. These are useful in cases where
fitness evaluation is very expensive and there is a need to
reduce run time. In all other problems, allowing evolution to
proceed until convergence is preferred, along with the use
of validation at the end of a run for selecting the optimal
level of model complexity given the training sample. The
parameters that govern early stopping heuristics appear to be
problem-dependent [17], and it is seldom known in advance
which heuristic and parameterization will perform the best
for any given problem. Run termination triggered by the
value of Pearson correlation coefficient between training and
validation error series appeared to be robust across a wide
range of problems and GP system setups [14], [15], [17].

2) Feature Subset Selection: The vast majority of wrapper
methods that use evolutionary search employ a direct encoding
of solutions, which takes the form of a bit-string representa-
tion [114]. That is, for P features, solutions are represented
using P bits, where each bit indicates whether a feature is
present (1) or absent (0). This results in a combinatorial search
space of size 2P. GP research [28], [29] investigated the use of
indirect encodings, where the solution is represented by a pro-
gram that hierarchically constructs a subset of features using
function compositions of elementary set operations. Another
indirect encoding was presented in [30] where GP evolved a
hyper-heuristic to construct a solution in a stage-wise manner.
It may be the case that such indirect encodings offer a com-
pressed representation for search, which is potentially more
evolvable than the direct encoding of solutions for very high-
dimensional problems. The use of GP indirect encoding in
wrapper search and a comparison against direct encoding is a
potential area for further research, especially in cases where
the original feature set is of very high cardinality.

The decision between the use of filter, wrapper, or embed-
ded subset selection methods needs to take into account the
cardinality P of the original feature set relative to the number
of examples N. Sophisticated wrapper and embedded methods
obtain better predictive accuracy than filter methods in prob-
lems where P 
 N [111], and GP used either for wrapper or
embedded search should be no exception. On the other hand,
for problems where P � N or problems with small N, iterated
overuse of cross-validated predictor accuracy estimates may be
overly optimistic of the performance of certain subset of fea-
tures on unseen data. In cases where the number of examples
is small relative to the number of features then simpler filter
selection methods (i.e., methods that consider simple types of
relationships like Person correlation coefficient) may be nec-
essary to prevent overfitting [112]. Another possible solution
is to preprocess the feature set with a filter approach before
passing it to GP as was done in the work of [38]. Alternatively,
a greedy heuristic search like step-wise forward selection with
a simple linear wrapper [112] can be used to preprocess the
feature set before running GP. Step-wise forward selection
consists in a far more constrained search than GP, and should
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result in lower variance. One way to apply embedded feature
selection with GP in problems where P � N is to adopt a
stage-wise evolution of models as in [34]. In order to solve a
binary classification problem with 7129 features and 60 exam-
ples [34], the first-stage GP runs enabled to trim the original
feature set down to 404 features, and the second-stage single-
generation runs limited the expression-tree depth to contain
no functions or a single IF statement. Yet another way is to
introduce evolutionary pressure toward the use of fewer fea-
tures using a scalar multiobjective fitness function as in the
work of [40] and [41], or a Pareto-based multiobjective fitness
function as in [27].

The use of GP with embedded feature selection has received
considerable attention. The work of [32] demonstrated that
best-of-run GP programs often contain features that do not
contribute to fitness even when bloat control measures are
used. The permutation-based variable importance scheme of
random forests was shown to be more useful in identifying
relevant features in GP programs. Yet another study reported
in [36] showed that the simple frequency-of-occurrence-based
scoring performed better than permutation-based scoring in
selecting a number of features for use with other classifiers.
There is a notable difference in the maximum allowed tree
depth of 17 in [32] versus 8 in [36], which suggests that
frequency-of-occurrence-based scoring may be sensitive to this
parameter. In any case, it was shown that generalization of
GP benefits from adapting the probability of selecting fea-
tures during the application of mutation operator using either
the frequency-of-occurrence [44] or the permutation-based
variable importance analysis [32].

The last remark concerns the inherent tendency of GP to use
subsets with relatively low cardinality as shown in [27]. This
is undoubtedly a desirable property of a feature selection algo-
rithm in problems where there exists a subset of features that
enables better generalization than the original set of features.
By focusing on the smallest possible subsets evolution implic-
itly addresses the need to eliminate irrelevant and redundant
features. Nevertheless, this constitutes a potential weakness in
cases of high-dimensional problems with large subsets of rele-
vant features. As pointed out in [27] one should ensure that the
optimum size of the subset is not beyond the exploration capa-
bility of GP. Toward this end, a dynamic depth limit is used
that allowed to increase only if a resulting offspring fulfills cer-
tain criteria on training and validation fitness compared to the
current best solution. With the proposed method the evolution
of depth was controlled, however for problems with very large
subsets of useful features very deep expression-trees would be
required.

The following section deals with the class of fitness evalu-
ation of the proposed taxonomy. This primarily encompasses
the use of regularization in GP, as well as additional heuris-
tics in the form of fitness functions, and training data sampling
strategies.

IV. FITNESS EVALUATION

One way in which SML methods address the ambiguity
caused by the multiplicity of solutions to the minimization

problem of (2) is to restrict the eligible solutions to a smaller
set of functions. In general, the constraints imposed can be
described as complexity restrictions of some form. For the
case of GP, these restrictions can be built into the learning
method itself either explicitly (i.e., setting the maximum model
size, selecting certain elements for the function set, and use
of syntax constraints by means of strong typing/grammar), or
implicitly by means of a fitness function that exerts bias toward
simpler solutions. The augmentation of fitness functions with
complexity penalties is the focus of regularization, and forms
the subject of the first section.

Furthermore, evolution is unique in orchestrating various
heuristics for solving the problem of constructing a function
composition that maximizes a measure of goodness-of-fit cal-
culated on some finite training sample. The second section
deals with such heuristics that are embedded in the fitness
evaluation process of individuals. We focus on fitness func-
tions (other than regularized fitness functions), and training
data sampling strategies, which were empirically demonstrated
to improve the ability of GP to generalize.

A. Regularization

Regularization [1, Chs. 3 and 5] are a family of methods
for controlling variance. They constrain the space of eligible
solutions by adding a model complexity penalty to the loss
function. The penalty function expresses a prior belief that
the input–output mapping we search for exhibits a smooth
behavior in the sense that similar inputs produce similar out-
puts. The general formulation of regularization in GP takes the
form of minimizing an augmented fitness function by adding
a regularization term as follows:

LR( f ) = LS( f ) + λ�( f ) (9)

where LR(·) is the regularized fitness function, LS(·) is the
standard loss function (i.e., squared loss to be minimized for
real-valued target functions), and �(·) denotes the regularizing
function (or regularizer) which is a measure of complexity of f .
The regularizing term represents a model complexity penalty
function, the influence of which on function f is controlled by
the regularization parameter λ.

Regularizing functions � in GP are constructed for seman-
tic complexity that characterizes the smoothness of a response
surface, and syntactic complexity that characterizes the size of
a program. The vast majority of regularized fitness functions
based on semantic complexity were used to evolve real-valued
target functions. Regularized fitness functions that incorpo-
rate some measure of syntactic complexity were applied to
evolve real-valued target functions is the works of [13], [45],
[49], [54], [56], [60], and [61], and categorical-valued target
functions in the works of [19], [51]–[53], [55], [58], and [60].

1) Regularizers Based on Semantic Complexity: The first
category of papers uses an augmented fitness function that
takes the form of a scalar combination of a measure of
goodness-of-fit and a regularizer. A regularizer based on
curvature (second-order Tikhonov functional) of evolved poly-
nomial models is applied in [13] and [45]. The work of [47]
also used curvature as a regularizer; however, programs in
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this case are composed of protected arithmetic operators. In
the work of [48], the first derivative of an evolved function
along with the curve length of the first derivative were used
as regularizers, while the work of [50] applied a regularizer
based on an approximation of the VC-dimension.

The second category of papers uses Pareto-based
multiobjective optimization between a goodness-of-fit
objective and a regularizer objective. A number of different
regularizers based on zeroth-order, first-order, and second-
order derivatives of an evolved function with respect to
the independent variable are studied in the work of [46].
A method of numerical differentiation based on Lagrange
interpolation was used to compute derivatives. The analytic
quotient operator replaced protected division to ensure
that pathologies (i.e., undefined output or extreme output
values for certain inputs) in an evolved function’s output are
eliminated. A regularizer based on the order of nonlinearity
was introduced in the work of [49]. Order of nonlinearity
is defined as the minimum degree of the best-fit Chebyshev
polynomial approximating an evolved program with a certain
precision.

2) Regularizers Based on Syntactic Complexity: Two of the
earliest studies about the effect of program size on general-
ization are presented in [57] and [58]. Programs that took the
form of decision-trees were evolved to control an agent for the
game of Ms. Pacman. Experiments demonstrated a relation-
ship between size and generalization, with smaller programs
performing better than larger ones. The study in [58] similarly
showed a positive correlation between the size of classification
programs and the generalization error.

Regularized fitness functions that penalized program size
measured in terms of tree-node count were reported in
[52] and [55]. In those studies, the regularization parameter λ

is kept constant throughout evolution. In the work of [56], this
parameter is dynamically adapted using the method of covari-
ant parsimony pressure. A penalty function of expression-tree
size and depth is adopted in [59], while Bojarczuk et al. [52]
used a regularizer as a function of expression-tree size and
maximum-allowed size.

A number of studies have applied Pareto-based
multiobjective optimization of goodness-of-fit and pro-
gram size [19], [46], [51], [53], [54]. The work of [49] used
expressional complexity (total number of tree-nodes in all
constituent subtrees of a program) as syntactic complexity
objective in Pareto-based optimization.

Fitness functions based on minimum description length
(MDL) [1, Sec. 7.8] encourage syntactic simplicity of evolved
programs. An MDL-based fitness function was used in [60] for
evolving decision-trees, and in [59] for evolving neural trees.
MDL was additionally combined with a curvature-based com-
plexity penalty in the works of [13] and [45] for evolving
polynomial models.

Finally, the previous research [61] studied symbolic regres-
sion using loss functions based on the methods of AIC, BIC,
and SRM. For the cases of AIC and BIC, model complex-
ity was measured in terms of expression-tree size, while for
the case of SRM model complexity was set to the number of
multiplication and division nodes of an expression-tree. It was

empirically shown that SRM outperformed both AIC and BIC
fitness functions.

B. Other Fitness Functions

A fundamental feature of evolutionary learning is that it
is based on a gradient-free optimization process. This alle-
viates the need for fitness functions and evolved function
compositions that are continuous and differentiable as is the
requirement for models trained end-to-end with gradient-based
optimization methods. There exist a number of alternative fit-
ness functions to the regularized ones that implicitly restrict
the size of the search space by exerting pressure toward certain
solutions. These fitness functions have the potential to improve
generalization.

A number of variations on an adaptive weighted average
defined as (1/N)

∑N
i=1 wiL( f (xi), yi) were proposed as fit-

ness functions in [20], [62], [63], [75], and [76]. Weight
wi reflects the influence of individual loss L( f (xi), yi) to
the weighted average calculated over the training sample
{(xi, yi)}N

i=1. In [62], a weight w is dependent on the level
of ruggedness of evolved f around input x. In [63], a weight
quantifies the importance of an input point x relative to rest of
the input points in the training sample. Different measures of
sampling density around individual training examples are used
as weights, which assign higher influence to sparse areas of
the input space. Given input x and its q nearest neighbors in
the training sample (using a fractional or Euclidean distance
metric), measures of density are defined based on proximity,
surrounding, remoteness, and nonlinear deviation. The study
of [75] uses weights to increase the influence of misclassified
training examples, while the work of [20] proposed a sharing
method that adaptively weighs the loss on individual examples
according to the performance of the rest of the population on
said examples. The fitness function in [76], defined for binary
classification problems with a decision boundary f (x) = 0,
weighs the contribution of misclassifications according to the
hyper-volume of the portion of a kernel function that falls on
the wrong side of the decision surface.

The studies of [64] and [65] applied bootstrap-
ping [1, Sec. 7.11] to estimate the standard deviation of
a statistic that measures goodness-of-fit, and factored this
estimate into a fitness function. The fitness function in [64]
takes the form of a weighted average between bootstrap
standard deviation of Canberra distance between target and
predicted values, and Canberra distance on the original train-
ing sample. The work of [65] uses the product of bootstrap
standard deviation of classification error rate by classification
error rate on the original training sample.

A number of fitness functions for classification were devised
to address poor prediction performance on unseen data that
often results when evolving discriminant functions with fixed
thresholds on their output values to determine class bound-
aries [117]. A fitness function for multiclass classification
problems that measures the separability of probability distri-
butions of program-outputs for different classes is presented
in [68], and is additionally applied to binary decomposition
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of the multiclass problem in [69], and to unbalanced classifi-
cation problems in [70]. A similar fitness objective defined as
the intersection area resulting by the projection of program-
output distributions for different classes is introduced in [71].
Finally, a misclassification cost ratio defined as a function of
false positives and false negatives is used as the basis of a
method to dynamically determine the threshold representing
class boundaries in the work of [72].

Additional fitness functions for classification problems
are based on approximations of area under curve (AUC)
measure [70], [73], [74], [98] and maximum-margin lin-
ear discriminants [67]. For regression problems, Pareto-based
multiobjective optimization is applied in [54] with objectives
defined for root mean squared error, variance of residuals
y − f (x), and program size.

The aforementioned fitness functions are general in the
sense that they can be applied to arbitrary regression and
classification problem domains. Examples of fitness functions
developed for certain application areas are as follows. Medical
classification was tackled with a fitness function based on
sensitivity, specificity, and program size in [52], while the evo-
lution of financial trading rules used a fitness function defined
as a weighted sum of daily mean return and p-value generated
from a statistical hypothesis test named superior predictive
ability in the work of [18]. For object detection, a fitness func-
tion based on detection rate, false alarm rate, false alarm area,
and program size is reported in [66].

C. Data Sampling Methods

Early work on GP generalization showed that repeatedly
exposing a population to a fixed training sample for a large
number of generations can result in solutions with poor
generalization [3]. Dynamic sampling of training examples
as opposed to a fixed static training sample can improve
generalization by reducing variance.

Given a set of labeled examples, the training sample can
be generated in different ways. The first approach is to down-
sample the original set of examples uniform-randomly (with or
without replacement) at predefined intervals throughout evolu-
tion. The second approach is to perform adaptive sampling. We
distinguish between two major classes of methods of adaptive
sampling: 1) down-sampling based on difficulty of a train-
ing example where the sample size is kept fixed throughout
a run and 2) incremental or layered sampling where an ini-
tial subsample monotonically increases throughout a run until
it accommodates every training example in the original set.
Methods for adaptive sampling based on difficulty can be
further divided into those based on single-population evolu-
tion, and those based on competitive coevolution of training
examples versus programs.

The works of [55], [77], and [80] used a random sample
of training examples S < N to control overfitting in classifi-
cation problems. Fitness was evaluated on a single randomly
drawn example [79], or a version that periodically balances
the random selection of a simple example with the use of the
complete training sample [81]. Randomization of the training

sample individually for each program in each generation was
investigated in [20].

Dynamic subset selection introduced in [78] uses the
performance of the current GP population to select a new
subset of difficult examples (examples which are frequently
misclassified) and infrequent examples (the age of an exam-
ple relates to the number of generations since it was last
selected) at every generation. Hierarchical dynamic subset
selection, developed to improve training time in the case
of large datasets, was applied to anomaly detection in [82].
Historical subset selection [78] uses a number GP runs to
establish some measure of the difficulty of each training exam-
ple. Over the course of several runs the cases misclassified by
the best population member are recorded, and make up the
subset used in subsequent GP runs (the subset remains fixed
after its initial selection). In the work of [85], training exam-
ples are associated with a score that is incremented each time
an example is misclassified and decremented otherwise (higher
score means “fitter” example). Upon every individual fitness
evaluation a two-member score-based tournament selection
over the complete training sample is applied to generate a
subsample of examples.

Competitive coevolution of a population of programs ver-
sus a population of training examples is presented in the works
of [20], [83], and [84]. For regression problems, training sets
of size 20 bred with one-point crossover and Gaussian muta-
tion in [20], while the work in [83] used a single example that
was perturbed using Gaussian mutation. The work of [84] uses
a subsample of eight examples, which is encoded as an array
of indexes to the full training set. Each index is allowed to
repeatedly sample a point if necessary.

One form of incremental learning in GP uses a layered train-
ing strategy based on a sequence of nested training samples of
increasing size for each layer [59], [87], [88] until the com-
plete set of training examples is made of use. The training
process in [87] starts with a basic set of training examples,
and an increment in the number of examples is triggered when
enough hits are scored for a particular training set configura-
tion. The work of [59] proposed the method of incremental
data inheritance, where each individual program in a popula-
tion is assigned its own variable-length training sample that is
initialized at a size of 20 and grows by an arbitrary increment
of 6 additional examples per generation. Training samples are
inherited and recombined using a variant of uniform crossover.
The study in [88] addressed the problem of optimally choosing
the size and composition of initial sample, which was based
on the Kullback–Leibler divergence between a variable-sized
sample and the complete set of training examples. Evolution
proceeds, and a mechanism of overfitting detection triggers
sample augmentation, which follows a geometric progression.

A different approach to layered learning is presented in [86]
based on a method that enables a gradual complexifica-
tion of training samples of fixed size as opposed to gradual
sample-size augmentation used in research work discussed
previously [59], [87], [88]. A measure of complexity of a train-
ing sample based on the variance of program outputs controls
a transformation of training samples of increasing complexity.
The population of evolved programs is exposed to a training
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sample until overfitting is detected or a generation limit is
reached at which point a consecutive training sample is used.

D. Critical Discussion

1) Regularization: Regularized fitness functions are
multiobjective. The scalar weighted average of (9) is easier
to fine-tune if the values for the objectives of goodness-of-fit
and regularizer are of same scale, therefore some form of
normalization is necessary. The use of validation to optimize
regularization parameter λ is recommended, which increases
the number of runs according to the number of values for
λ that need to be validated. On the contrary Pareto-based
optimization uses the raw objectives’ values, and model
selection can be directly performed among models composing
the Pareto-front.

For models evolved without any constraints on their func-
tional form, computing the value of a semantic complexity
penalty based on Tikhonov functional [46], [47], curve length
of first derivative [48], order of nonlinearity [49], and VC-
dimension [50] adds an additional cost to fitness evaluation. In
the case of [48], only a subset of the population that performed
well on the nonregularized version of the fitness function were
chosen to be evaluated with the regularized fitness function
due to high computational cost of computing the curve length
of first derivative. For arbitrary model forms, the use of regu-
larizers like Tikhonov functional [46], [47] or curve length of
first derivative [48] require that the evolved programs represent
differentiable function compositions, therefore the function
sets need to be constrained to certain primitives. The use of
Tikhonov regularization in [46] requires numerical differenti-
ation, whereas Tikhonov regularization of polynomial models
in [45] is based on partial derivatives that are computed analyt-
ically, and it is faster. Finally, syntactic regularizers defined as
functions of program size and/or depth [51], [56], [58] yield
virtually no extra computational cost, however their impact
on generalization is not consistent as will be discussed later
in this paper.

The semantic regularizer based on order of nonlinearity [49]
does not always outperform a syntactic regularizer based
on expressional complexity [49]. Regularization based on a
combination of Tikhonov functional and program size consis-
tently outperforms regularization based solely on program size
in [46]. Furthermore, regularizers based on VC-dimension [50]
and curve length of first derivative [48] are also shown to con-
sistently improve generalization compared to nonregularized
fitness functions.

The evolution of polynomial models [45] is amenable to
a composite learning process that applies GP-based variation
operators for evolving the hierarchical structure of the poly-
nomial model, followed by regularized least-squares fitting of
the coefficients of polynomial terms. In addition, polynomial
models are amenable to analytical model selection using MDL,
where the number of effective model parameters is set to the
number of polynomial terms [45]. This waives the requirement
of a hold-out set for validation, and is advantageous in cases of
small datasets. On the other hand, polynomials are often lim-
ited by their global nature meaning that tuning the coefficients

to achieve a functional form in one region of the input space
can cause the function to vary wildly in remote regions. In
addition, as shown in [1, Ch. 5], erratic polynomial fits often
result near the input space boundaries, and extrapolation can
be problematic.

The relationship between program size and generalization
has received considerable attention. In GP representations
of decision trees, smaller size is seen with better general-
ization [57], [59], [60]. In symbolic regression results are
inconsistent. The works of [51], [56], and [58] reported better
generalization with smaller expression-trees, the works of [54],
[55], [103], [108], and [118]–[121] showed weak relation-
ship between size and generalization, and finally the work
of [122] reported that good-generalizing classifiers were not
parsimonious. There is certainly a relationship between pro-
gram representation, size, and generalization, albeit a complex,
not well-understood one. The MDL principle is supporting the
fact that smaller programs should generalize better.

2) Other Fitness Functions: Multiobjective fitness func-
tions that are based on scalar weighted averages of different
objectives (i.e., [18] and [64]) require fine-tuning of the mix-
ing coefficients to yield the right tradeoff given a data sample,
which should be performed by means of validation. The cost of
model selection in terms of independent runs is proportionate
to coefficients configurations that need to be validated. On the
contrary, Pareto-based multiobjective methods (i.e., [54]) are
free of mixing coefficients and can work with raw objectives’
values.

Bootstrapping is applied to estimate the standard deviation
of a goodness-of-fit statistic in [64] and [65], and to approxi-
mate the sampling distribution of a test statistic in [18]. This
process results in a significant computation overhead, there-
fore these methods may be more suitable for cases of limited
data sources.

Simple functions of the elements of a confusion matrix (i.e.,
sensitivity and specificity in [52] and true positive rate and
true negative rate in [66]) are fast to compute and may form
better alternatives to classification error rate (or classification
accuracy) in cost-sensitive classification problems like medi-
cal diagnosis [52] or object detection [66]. The class of fitness
functions based on approximations of the AUC are invari-
ant to unbalanced class distributions, and outperform fitness
functions based on standard and weighted variants of clas-
sification accuracy [70]. They are also suitable when GP is
applied to fuse pretrained classifiers [74], [98]. Approximating
the AUC requires that the true positive rate and false posi-
tive rate are estimated at multiple thresholds on the output
value of an evolved discriminant function [70]. For that pur-
pose, each classifier is evaluated at every threshold value,
and there exists a tradeoff between the accuracy of approx-
imation of the receiver operator characteristic (ROC) curve
and training time. A faster alternative estimator of AUC that
does not require construction of ROC curve is based on the
Wilcoxon–Mann–Whitney statistic, and was applied in the
works of [70] and [73].

The fitness function that measures separability between
the program-output probability distributions for different
classes [68] is among the state-of-the-art in the evolution of
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real-valued discriminant functions for multicategory classifi-
cation. It is also shown to be a good alternative to AUC-based
fitness function in class imbalance problems [70].

The fitness function developed for problems with sparse data
in certain parts of the input space [63] requires that individ-
ual training example weights are computed at a preprocessing
step before program evolution begins. A parameter that needs
to be fine-tuned by means of validation is the number of neigh-
bors for computing the different measures of sampling density
around individual training examples (Vladislavleva et al. [63]
proposed to set this to P+1 for a P-dimensional input space).
Weights may also be used to compress the original training
sample to a smaller sample of similar information content,
and therefore reduce training times.

Stepwise adaptation of weights [75] (with weights reflecting
the difficulty of misclassifying individual examples) requires
two parameters to be fine-tuned using validation: the first is
the weight update interval and the second is the magnitude
of weight updates. The method incurs an additional com-
putational cost having to re-evaluate the population after an
update of weights. The fitness function based on vicinal risk
minimization [76] requires fine-tuning of parameters for the
widths of the kernel functions, and may be expensive for
large datasets. This cost comes with an improvement in gen-
eralization compared to the discrete fitness function based on
zero-one loss.

3) Data Sampling Methods: Strategies for uniform-random
or adaptive downsampling of the original training sample
reduce the computational cost of GP runs (i.e., [78] and [82]),
and is also possible to yield generalization gains (i.e., [20],
[55], [77], [79]–[81], and [84]). Gradual augmentation of train-
ing sample is positively affecting the speed of the training
process [59], [88], but there is limited evidence for its impact
on generalization [87], [88].

When deciding on the use of a downsampling method one
needs to take into account the additional parameters intro-
duced and the need to fine-tune these in the model selection
sense. This will inevitably increase the number of indepen-
dent GP runs required and necessitates the use of validation
as discussed in Section III-C, which may be prohibitive in
cases of limited data sources. In general, the more parameters
that need to be fine-tuned the greater the computational over-
head. Specifically, the use of dynamic subset selection [78]
has three parameters (subsample size, difficulty exponent, and
age exponent), while uniform-random downsampling has one
parameter (subsample size). Reducing the sample size to a
single example [79], [81] requires no parameters; however,
this sampling technique results in fitness evaluations that are
noisy. This may compromise selection, and therefore conver-
gence of GP. In addition, the number of fitness evaluations
required to generalize may be more difficult to determine as
opposed to runs with uniform-random subsamples of larger
size. The most recent study on variants of uniform-random
downsampling in [81] demonstrated that the training strategy
of alternating between the use of a single random example
and the use of the complete training sample is consecutive
generations resulted in better generalization than training with
a single random example at every generation.

Methods for incremental learning are in general more
difficult to fine-tune than uniform-random or adaptive down-
sampling methods. Common to the methods of [86] and [88]
is an overfitting detection mechanism that triggers a transition
to a consecutive training sample. It is based on a heuristic
that uses validation data to compare the performance of pro-
grams sampled in successive generations. Care must be taken
when the same validation set is used multiple times through-
out a run, as this may bias the error estimates. In addition,
the selection of values for the number of layers, and the trans-
formation exponent is required in [86]. The method of [88] is
easier to fine-tune, requiring only a stopping criterion for each
layer.

Coevolution is a more complex system than single-
population evolution, thus it is expected to require more effort
to fine-tune its configuration. Nonetheless, for the case of
symbolic regression there is some evidence that competitive
coevolution [20], [83], [84] is a good alternative to the schemes
of uniform-random downsampling and dynamic subset selec-
tion. More research is required to ascertain the conditions that
make one class of methods preferable over the other.

As a final remark, methods of adaptive downsampling based
solely on difficulty of individual examples may be susceptible
to overfitting in cases where there is high level of noise or out-
liers in the training examples, and programs are evolved with
fitness functions that are not robust to noise/outliers (i.e., mean
squared error for regression). In cases of competitive coevo-
lution, the work of [85] proposed a two-member tournament
selection of training examples to counteract the tendency of
fitness-proportional selection to quickly skew the distribution
of selected training examples toward fitter examples. The use
of the age heuristic in dynamic subset selection [78] plays a
similar role in sampling more uniformly throughout the course
of evolution. The issues of noise and overfitting in adaptive
downsampling based on difficulty warrants more investigation.

V. MODEL AVERAGING

Model averaging are a class methods that build a compos-
ite predictor by combining multiple component predictors [1].
We distinguish between two dominant classes of methods for
constructing component predictors. Central to both classes
is the notion that component predictors must be diverse in
their construction mechanism. The aim is to construct accurate
component models, which are uncorrelated in their predictions.

A. Parallel Training of Component Models

In the first category, component models are built in paral-
lel using a perturb-and-combine principle. Every component
model may be trained on different bootstrap-sampled ver-
sions of the training data, or by means of perturbations in
the construction method (i.e., available subsets of features and
hyper-parameter configuration). This kind of perturbation in
data or construction method causes different models to be built
if the class of models are of high variance. The resulting mod-
els are then combined into a single predictor via some form
of voting for classification, or some form of averaging for
regression.
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Bagging is a technique that works especially well for reduc-
ing the variance of low-bias high-variance models evolved
by GP. By using an average model for making predictions,
the error contribution due to variance is effectively elimi-
nated, and the remainder error contribution is due to bias.
Bagging uses bootstrap training samples to train different
component models. Predictions are then combined using
a simple unweighted average for regression, or a simple
majority vote for classification (ties are broken arbitrar-
ily). Examples of bagging GP predictors can be found in
[10] and [89]–[93]. Despite bagging, a number of different
model averaging/voting schemes that do not require train-
ing of the model combination scheme are compared in the
works of [92], [94], and [95] (more details on these are given
in Table I).

The model combination scheme can be itself trained. The
perceptron learning rule was used to fit the weights in the lin-
ear combination of models in [95]. The work of [96] applied
Bayesian model averaging, with weights proportional to the
posterior probability of each component model. This was com-
pared against least-squares fitting of weights in the linear
combination of models. Evolution of Bayesian networks for
selection and combination of GP models was proposed for
classification problems in [97].

More complex combination schemes can be evolved in
the form of expression-trees that use the outputs of pre-
trained component models as leaf-nodes. Decision trees and
multilayer perceptrons are fused by means of GP in [98], while
Langdon and Buxton [74] evolved expressions to fuse linear
discriminants or naive Bayes classifiers. In [99], GP is used
to evolve a Pareto-front of component classifiers that trade-
off classification accuracies between minority and majority
classes. GP was subsequently applied to evolve a combination
rule using classifiers from the Pareto-front.

Component models that are built in parallel do not solely
rely on data perturbation by means of bootstrapping to de-
correlate component predictions. Diversity can be promoted
by means of negative correlation learning and pairwise fail-
ure crediting in a Pareto-based fitness function [123], island
architectures [124], fitness sharing [96], cooperative coevolu-
tion [125], and edit-distance between expression-trees [92].

B. Sequential Training of Component Models

The second class of methods for constructing component
predictors comes by the name of boosting. A sequence of com-
ponent models { ft}T

t=1 evolves over discrete time t such that
each successive model concentrates on those training examples
that are “difficult” for the previous models in the sequence. A
weight is associated with each training example. During train-
ing of each ft in the sequence, weights are increased for those
examples that are misclassified by ft−1 (in classification prob-
lems [100]) or have large absolute deviation from a target value
using ft−1 (in regression problems [89], [101]). Difficult exam-
ples are assigned an ever-increasing influence with additional
boosting iterations.

Boosting of GP models is realized in two ways. The
first way is to normalize the weights to create a probability

distribution over training examples. This distribution can be
used to sample examples with replacement at each boost-
ing iteration as in the work of [89]. The outputs of com-
ponent models are combined using the geometric median
weighted by confidence coefficients. The second way is to
use the original training sample [101] or to perform uniform-
random downsampling (with replacement) [91], [100], along
with a fitness function defined as a weighted average of
losses on individual examples, with weights reflecting diffi-
culty as described above. The outputs of component models
in [101] are combined using the geometric median as in [89],
whereas a weighted majority vote that gives higher influence
to more accurate component models in the sequence is used
in [91] and [100]. A GP-based parallel implementation of
AdaBoost.M1 that deals with binary classification problems
is reported in [100], whereas the work of [91] implements
a parallel version of AdaBoost.M2 to tackle multicategory
classification problems.

C. Critical Discussion

Model averaging methods improve the generalization of
low-bias high-variance GP models, but at the expense of
additional computation required to train multiple compo-
nent models. Bagging or boosting of GP models may take
advantage of the inherent randomness in the construction of
models to produce diverse models in the course of indepen-
dent runs, or select diverse models from a Pareto-front of a
single run.

Bagging impacts the performance of highly nonlinear mod-
els the most, while it does not affect linear models [1].
Therefore, one should refrain from placing stringent model
complexity restrictions when using bagging; a view that is
also supported by Keijzer and Babovic [10]. When comparing
bagging to boosting GP models, generalization performance
is often problem-specific with both methods producing com-
petitive solutions. In terms of training time, bagging is
faster since component models can be trained in paral-
lel as opposed to boosting where models are trained in
sequence.

Model selection deals with the optimization of additional
parameters for the number of component models in bag-
ging or iterations in boosting, and for the maximum size
of expression-trees. Another aspect of model selection in
committees of models is the optimal pruning by means of
removing component models with a goal of improving speed
of execution without sacrificing generalization, which was
investigated in [126]. Bayesian model averaging, applied to
GP in [96], is an alternative approach that can lift the ambi-
guity in regard to which component models to include in a
committee.

Boosting is less robust to noise in the training exam-
ples as opposed to bagging. This is mainly because of the
weighted voting mechanism of boosting placing higher influ-
ence to more accurate component models in the sequence,
as opposed to simple majority voting used in bagging. One
way to improve generalization performance and computa-
tional efficiency in these situations is to select a subsample
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of training examples uniform-randomly at each boosting
iteration [1, Sec. 10.12.2]. In this way, it can be possible
to reduce both bias and variance simultaneously. An exam-
ple of this is found in the works of [91] and [100] that
use downsampling of training examples at each boosting
iteration. In addition, this practice combined with a parallel
implementation of the evolutionary algorithm [91], [100] can
reduce training time and memory footprint in cases of large
datasets.

Methods for combining component model outputs based
on a trainable combination scheme (i.e., the weights are
obtained using the perceptron learning rule in [95], or using
least-squares linear regression in [96]) need in principle an
additional independent training sample for this purpose, or
they may run the risk of severe overfitting in cases of lim-
ited data sources. Stacking [1, Sec. 8.8] proposes the use
of leave-one-out cross-validation for this purpose, which is
often not practical for GP due to computational cost. The
use of trainable combination schemes such as those studied
in [74], [95], [96], and [98] should be preferred in data-rich
cases.

The final remark concerns the drawback of model averag-
ing on model interpretability. Single models evolved by GP are
highly interpretable, whereas weighted combinations of mod-
els lose this important feature. Simple majority voting in case
of bagging has the potential of retaining part of the white-box
property of GP.

VI. SEARCH OPERATORS AND SELECTION HEURISTICS

In this section, we draw attention to the generalization effect
of additional heuristics that drive evolutionary search; those
of search operators and selection methods. Research on these
topics is limited.

Increased mutation rate improved generalization in [102].
Semantic similarity-based crossover was studied in [104],
geometric semantic mutation was investigated in [127],
and geometric semantic crossover with angle-aware mat-
ing was proposed in [105]. All studies showed improved
prediction ability on unseen data using standard GP as baseline
performance. Size-fair crossover was applied to classification
in [103], where it was shown to control overfitting to some
extent.

A mixed search strategy that combines standard subtree
crossover and mutation operators with the optimization method
of gradient descent based on partial derivatives of a squared
loss function with respect to constants (leaf-nodes) in an
expression-tree was investigated in [106] and [107], and was
shown to improve generalization performance for symbolic
regression [107] and classification [106].

The effect of selection heuristics was studied in
[108] and [109]. In [109], tournament participants are selected
based on their structural dissimilarity compared to individuals
with bad generalization stored in a tabu list that is updated
throughout evolution. The work of [108] introduced a tour-
nament selection scheme that considers both training error
and variance of program-outputs as a measure of program
complexity.

A. Critical Discussion

Fine-tuning the mutation rate in an evolutionary run is
simpler to fine-tuning variants of semantic crossover and muta-
tion. It is as of yet undetermined how standard mutation
combined with regularization and model selection will per-
form against the more complex semantic operators. Size-fair
crossover [103] requires very little fine-tuning, but increases
the computational cost compared to standard mutation because
of the need to exchange similar-sized subtrees. Semantic
similarity-based crossover [104] is computationally ineffi-
cient compared to geometric semantic crossover [127] due
to the trial-and-error process required to identify semantically
similar subtrees. Geometric semantic crossover is shown to
improve generalization in [127], however at the expense of
interpretability of solutions since the evolved programs are
difficult to visualize. The use of angle-aware mating scheme
in [105] improves the exploration ability of geometric seman-
tic crossover [127] but at an increased computational cost for
choosing the parents.

The use of selection heuristics in the works
of [108] and [109] come with additional data require-
ments since the selection process itself uses two disjoint sets
for evaluating fitness. Their application may be more suitable
in cases of large datasets.

The application of gradient descent [106], [107] for opti-
mizing constant values in evolved programs is a useful
complement to the search ability of GP. A potential drawback
is that gradient descent requires a loss function that is differ-
entiable, which precludes the use of various fitness functions
that were discussed in Section IV-B. Squared loss is employed
in both studies of [106] and [107]. In cases of regression or
binary classification with f (x) = 0 as the class boundary, such
loss function can be effective. In case of multicategory classi-
fication, generalization of real-valued discriminants has been
shown to suffer when the number of classes is large, therefore
one would have to opt for binary classification schemes such
as one-versus-rest.

VII. CONCLUSION

We identified two broad families of methods of SML for
addressing the fundamental tradeoff of approximation on train-
ing data versus generalization on unseen data. These are
regularization and model averaging. Regularization are a class
of methods for placing restrictions on the eligible solutions to
the inverse ill-posed problem of finding a function that mini-
mizes the error on a finite training sample. Regularization in
GP takes the form of fitness functions that incorporate a model
complexity penalty; this creates evolutionary pressure toward
simpler solutions. Model averaging methods work by com-
bining the predictions of a committee of evolved component
models. Regularization methods sacrifice some bias in order
to reduce variance. Model averaging in GP works primarily
by reducing variance, leaving the bias effectively unaltered.

Furthermore, evolution is unique in orchestrating heuristics
that were designed with the aim of improving generalization.
These heuristics come in the form of fitness functions, training
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data sampling methods, and search operators and selection
schemes.

All of the aforementioned methods work in synergy with
model selection whose goal is to estimate the generalization
performance of different models in order to chose the best
one. The term model here may refer to different entities, for
example, an ultimately selected program or a committee of
programs for deployment, a subset of features, or evolutionary
algorithm hyper-parameters.

A brief note on the application of GP in a production envi-
ronment is as follows. There are two primary data-centric
factors that govern the preference of one model over another:
these are the signal-to-noise ratio of the target function and
the size of the training sample N relative to the dimension-
ality of the input space P. In any case, one should ensure
that a diverse set of models that tradeoff accuracy on training
data for model complexity are generated through a number of
independent GP runs. Restrictions in the form of regulariza-
tion can help constrain GP search. A form of model selection
can then be applied to chose a committee of models for mak-
ing predictions. We recommend combining the predictions of
multiple models as opposed to the use of a single model since
this can help alleviate some of the ambiguity caused by the
multiplicity of solutions given a training sample. In cases of
small datasets or in cases where P � N, validation based
on a single dataset may not be effective, and one should
resort on some form of cross-validation. Several techniques
for high-dimensional problems that follow the “less fitting is
better” principle are presented in [1, Ch. 18]. An additional
issue that needs to be addressed is that of undefined or exces-
sively large output of evolved models caused by asymptotes in
sparsely sampled areas of the input space. The use of interval
arithmetic [128], or the replacement of division operator with
analytic quotient [46] are candidate remedies to this problem.

We believe that this survey presented a representative sam-
ple of good practice of methods that enable GP to generalize.
We hope that this encourages more focused research, and stim-
ulates the field to define better benchmarking standards and
problem suites for assessing generalization. The GP commu-
nity needs to continue work on benchmarking that: 1) is based
on realistic problems; 2) measures generalization performance
on an independent test set; and 3) performs comparisons
between GP and different SML algorithms. Initial work on
benchmark problems is found in [129] for symbolic regression.

Finally, we hope that this survey paper can help stimulate
interest in developing hybrid systems between GP and other
SML algorithms. Examples of such hybrids are the evolution
of kernel functions for support vector machines [130], kernel
nearest neighbor classifier [131], and kernel regression [132];
the evolution of recurrent neural networks [133]; and the
construction of features for symbolic classifiers [134], [135].
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